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Particle Physics Data Grid

PPDG

one of the three US Physics Grid Projects 

with GriPhyN &  iVDGL

Ruth Pordes,
Fermilab

PPDG Coordinator and  iVDGL Interoperability Team 
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PPDG 

• Peer project between  Experiments and Computer Science Groups.
• Computer Science Groups

• SRB
• SRM
• Globus
• Condor

• Running Experiments
• STAR
• JLAB 
• D0
• BaBar

• LHC Experiments
• CMS
• ATLAS

•Sub-Project Activities are between an 
Experiment Team and a Computer 

Science Team
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PPDG – the Green Grid
• Integration of Applications and Middleware - Working with the local 

environment 

• End-to-End Applications – Integrate  with the existing landscape.

• Address  holes that would prevent Experiment use - Ensure Useful Work 

• Recognise project effort small compared with available and active experiment 
effort and CS development groups – Think Globally Act Locally 

• Technology integration and deployment are different than technology 
demonstration. 

Year 1 - Data transfer and replication. 
Year 2 - Job scheduling & management (production) for experiment data processing 

& analysis.  Monitoring & performance analysis. SiteAAA extension.
Year 3 - Prediction, planning, job & data placement.  SiteFabric extension. 

Common analysis tools. Extensions up the experiment stack - Analysis tools.
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Integrated Distributed Systems to date 
- US mainly with some EU sites

• BaBar – bulk distribution of data to IN2P3 from SLAC to allow support of 
analysis hosted entirely outside the data collection site. Transferred 
~100TB with existing manpower intensive scripts.

• STAR  - automated movement of all data  files between LBNL and BNL 
storage systems. Supports experiment analysis teams.

• JLAB Experiments - integrating University of Florida  and JLAB site  data 
storage access and replication services.  

• JLAB QCD - deployed web services for file replication and management at 
JLAB and MIT.



7/23/2002 PPDG - GGF   R.Pordes,Fermilab 5

Integrated distributed systems cont.

• D0/CDF SAM   covered in Igors talk:
• ~25 sites in US and Europe: 6 producing and storing monte-carlo data; 6 

on Fermilab site; 
• 5 CDF sites in semi-production mode.

• CMS – 5 site US Test Grid achieving simulation of 50,000 events accepted 
into official CMS production  from central submission site + 5 distributed 
job execution sites. Focussed effort by ~4 people for ~2 months to make the 
system robust for this scale of production. 
• cf The non-GRID production maintained a rate of 50k events every 20 

hours for 4 months. A non-GRID Simulation+Reconstruction did 27M 
Events in a month or so

• ATLAS – 8 sites US Test GRID to be used for data challenge simulation 
production in summer 2002. 
• Focus on ease of installation and configuration using PACMAN caches.
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SLAC-BaBar Network Traffic
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PPDG Common Services - to encourage the  
common approach
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Architecture
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Experiment 
Data Processing

Applications

Monitors, 
Reporters,

Diagnostics

CS-10: Experiment Production Grids

Grid Middleware:
CS-5: Reliable File Transfer
CS-2: Job Scheduling
CS-6: Data Replication Services
CS-3: Monitoring Framework
CS-9: Authentication and  authorization

Fabric:
CS-4: Storage  nodes
CS-3: Monitoring Information Providers
Databases/Objects
Compute nodes 
Networks
CS-9: Security

System 
Managers, 
Controllers 

HENP Application Grid Infrastructure:
CS-1: Job Definition Language and Interface
CS-11: Analysis Tools
CS-9: Virtual Organization framework
Data Delivery and Access framework
Experiment Catalogs
System Management and Diagnosis framework
Data Definition and Management
Workload Management

User Analysis 
Programs

PPDG Architecture:
Includes the System
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Experiment 
Data Processing

Applications

Monitors, 
Reporters,

Diagnostics

CS-10: Experiment Production Grids – Services, Management, Integration
System 
Managers, 
Controllers 

User Analysis 
ProgramsEnd-to-End

Applications

Grid Middleware:
Distributed Services:
Functionality, 
Management,
Integration 

Fabric
Local Services:
Functionality,
Management,
Integration

HENP Application 
Grid Infrastructure:
Application Services:
Functionality,
Management,
Integration

CS-2 Jobs 
(data and compute) 

CS-9
Authentication 

CS-5
File Transfer

CS-1&2
Job Meta-Scheduling

CS-5
Data Replication

CS-5
Reliable File Transfer

CS-3 Monitoring 
Framework

CS-9 
Authorization

CS-9
Accounting

CS-12
Experiment Catalogs

Experiment Data 
Access and Delivery

CS-1 
Job Definition 

CS-9 Virtual Organization
AAA policies, procedures,framework

CS-11  Interactive 
Framework

CS-11 Interactive 
Framework

CS-13 Error/Diagnosis 
Framework

CS-13 Experiment
Error/Diagnosis  Framework

CS-12 Meta-Data Model
And Management

CS-2
Workload Management

CS-3  Metrics 
& Benchmarks

CS-3 Performance
Analysis

User Interfaces –
command line, portals 

CS-9
AAA

CS-3
Sensors Databases

NetworkCompute 
Node

CS-4 
Tape

CS-4
Disk
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Year 1 

Data Access and Transfer



7/23/2002 PPDG - GGF   R.Pordes,Fermilab 12

Components of STAR site-to-site data distribution

STAR files on disk STAR files in HPSS

DRM

Globus 
replica catalogGridFTP

Replica Mgmt Svcs

distributed data management STAR metadatabase

HRM

STAR mysql
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Where Do SRMs Fit 
in Grid Architecture?

Request
Manager

metadata
index

Replica
catalog

Network
Weather
Service

logical
query

physical File
transfer
requests

DRM

Disk
Cache

clientclient ...

Request
Interpreter set of Logical files

logical query 

logical file 

set of physical files

site-site inquiry 

network status

Physical file 
requests

A local request processing scenario

Grid
Middlewar

Services

Network

tape system

HRM
(site A)

DRM
(site B)

Disk
Cache

tape system

HRM
(site C)

DRM
(site D) ...

Disk
Cache
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Information & 
Monitoring

Information & 
Monitoring

Logical name SpaceLogical name Space Grid SchedulerGrid Scheduler

Replica OptimizationReplica Optimization

Replica AttributesReplica Attributes

Job ManagementJob Management

Local ApplicationLocal Application

Experiment DatabasesExperiment Databases

Configuration
Management

Configuration
Management

Node 
Installation &
Management

Node 
Installation &
Management

Monitoring
and

Fault Tolerance

Monitoring
and

Fault Tolerance

Resource 
Management

Resource 
Management

Fabric Storage
Management

Fabric Storage
Management

Grid

Experiment Computing

BaBar Grid

Data ManagementData Management Metadata 
Management

Metadata 
Management

Object to File 
Mapper

Object to File 
Mapper

Computing 
Element 
Services

Computing 
Element 
Services

Authorisation, 
Authentication 
and Auditing

Authorisation, 
Authentication 
and Auditing

Catalog
Management

(catalog 
manipulation)

Catalog
Management

(catalog 
manipulation)

Storage 
Services
(storage 

abstraction)

Storage 
Services
(storage 

abstraction)

SQL 
Database 
Service

SQL 
Database 
Service

Service Index
(URL / 

command 
registration)

Service Index
(URL / 

command 
registration)

SRB mapped to PPDG/DGRA 
Architecture

Fabric and
Connectivity

Resource

Collective

Domain

Application FrameworkApplication Framework

Consistency
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(latency 
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Protocols, Principals and Interfaces -
- we care

• Ready to start collecting and documenting the current practices and identify 
necessary protocols, principals and interfaces.

• Current practice - GPA document useful in this regard.

• PPDG has ‘an opportunity’ for ‘right person’ to concentrate on this task.

• Protocols - strategy to adopt existing protocols as possible; explore 
extensions and new developments as needed.

• Principals - still grappling with issues that have great impact on our 
experiments ability to use common software e.g.
• Legacy
• Meta-Data and Catalogs 
• Errors and Diagnosis
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File &  Data Transfer from Storage 
Resources 

• Data Grids require transfer of large, bulk amounts of data (Terabytes). 
• Total throughput as/more important as single file transfer rate
• Experiments familiar with need to collect data into “large”  - typically 

~1 G files.
• Experiments always looking for the nirvana of “object” level “random” 

(picked) access within the files. 
• Completeness and accuracy of error and fault conditions essential to 

allow robust wrapping of file transfer for automated long term file 
delivery. This is more important than reliable file transfers per se.

• Many institutions in an experiment have access to storage systems - ie 
common interface to many data sources are of practical importance. 

• Once data is local Applications want to use Posix I/O semantics to access 
the data.
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GridFTP and Posix I/O

• GridFTP is the protocol chosen for remote data access from storage, disk and tape.
• Protocol definition in review/detailed discussion at GGF5. 
• Globus have committed to maintaining protocol interface for GT3.
• Fermilab developed GridFTP server to storage services indentified some 

necessary extensions.
• JLAB implementing server to Jasmine storage services

• PPDG also using other implementations of file transfer bbftp, bcp to better identify 
our experiment requirements for standard.

• Posix I/O  Interface are provided through plugged overloading of the I/O
libraries to grid accessible storage: 
• DCCP - Desy/Fermi Dcache;
• NEST - Chirp; 
• EDG - RFIO; 
• Globus- Globus GridIO; 
• SRB has  plans in this area. 
• We need a roadmap for all these I/O protocols, as mutiple overloading “might 

not work”

http://www.gridforum.org/Meetings/ggf5/pdf/GGF1 GridFTP Protocol RFC Draft.txt.doc
http://www.gridforum.org/Meetings/ggf5/pdf/GGF1 GridFTP Protocol RFC Draft.txt.doc
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Storage Resource Management - SRM

• SRM provides services for space reservation and allocation, data file 
pinning, information for planning, prediction etc. 

• PPDG SRM group overlaps with SciDAC SRM project. PPDG providing 
platform for SRM implementations (HRM, DRM), interfaces and 
experience:
• LBNL - HPSS
• Fermi - Dcache, Enstore
• JLAB - Jasmine
• Condor - Nest
• Collaboration with EDG WP2 GDMP-SRM (HRM implementation)

• SRM V1.0 interafaces complete.
• SRM  V2.0 interface definitions being developed in collaboration with EDG 

- WP2, WP5 - draft posted to SRM page. Hope to complete spec by end of 
2002.

• Hope can have demonstrated interoperating implementations within 9 
months
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Year 2 

Job Scheduling and Management
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GRAM and Security - work just starting

• All PPDG experiments planning to use Condor-G for grid job scheduling.
• Several experiments developing job submission portals directly to globus.
• Delivery of Computational Resources requires authentication and 

authorization at each site.

• PPDG experiments committed to GRAM as the job execution gatekeeper 
protocol. 

• Starting to interact with EDG on extensions to gatekeeper for site and 
organization authorization.

• Globus will maintain GRAM protocol for GT3.

• Questions in the air - work just starting…
• Common JDL (with EDG?). Needs to speak to Experiment Application

layer concepts.
• Is there a roadmap for replacing Condor ClassAds specification with one 

that is XML based
• Role of kerberos - transparent? Required? Core?
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Job Splitting, Pipelining, Placement

• Starting from use of Condor DAGman. Looking at extending use to include 
GriPhyN VDS. 

• Job placement includes separately scheduled Data and Job Placement - will 
interface to D0-SAM data placement/movement interfaces as well as other 
implementations.

• Expect to extend functionality of DAGman over the next year or so:
• Increased options for  branching, 
• Increased flexibility in response to errors,
• Retry, restart and checkpointing support.

•
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Monitoring and Information Systems
• Scope includes distinct services:

• Fabric  and Grid Monitoring
• Monitoring Frameworks and Repositories
• Analysis - resource discovery, performance, reliability
• Prediction - job placement and scheduling

• Preliminary requirements for Fabric Monitoring – very preliminary, not publishable!
• US Testbeds deploy various monitoring frameworks:

• CMS/ATLAS – MDS information providers. 
• CMS – MDS, FLAME - Caltech development, Hawkeye – condor  framework 

and class ads for information collection and filtering.
• Sites Fabric - BNL, Slac, Fermi, D0 – homegrown systems, e.g. Fermi NGOP 

monitoring and alarm system for central data services, as well as distributed 
monitoring interface

• IEPM-BW Network monitoring information. Netlogger
• Interoperability  not the same as Standards.  

• MDS interface is common.
• No standard for all PPDG experiments yet emerging.
• Anticipate will remain fluid for a while.



7/23/2002 PPDG - GGF   R.Pordes,Fermilab 23

PPDG perspective of Role of a fabric 

• All PPDG Experiment want to use 
Production Facilities ie several 100 
CPU  farms in 2003

• Laboratory Site Facilities 
• will provide much of the Storage 

and Computational resources.
• have a tradition of  System 

Operational support.
• Is there a well defined interface 

/gateway between the GRID (out 
there) and the Facility/Fabric (in 
here):
• Interfaces and gateways between 

Grid and Facility.
• Interaction and interfacing Site 

and Experiment Policies

Experiment’s Code

Grid Middleware

Fabric (Services)

• Fabric Resources are Selected 
and Accessed via Grid middle-
ware on behalf of a grid user.
• When Interfaced to a grid, the 
tangible aspects of a fabric are 
abstracted before being presented 
to  Grid middleware.
• Fabric: Provide a balance of 
storage and computing.

Fabric (More Tangible)
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Preparing for Year 3 

Analysis - Interactive and Otherwise
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ATLAS extraction view
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CMS Analysis Scope
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PPDG high level perspective

• The Right Way to develop common services for many experiments:

• Requires the understanding, adoption and continued revisiting of End to 
end Architectures - including Application and Production System 
concerns

• Benefits from  standard and well defined Protocols and  Interfaces.

• This causes stress with short to medium term deliverables promised by 
PPDG to the experiments but can also benefit from our goals:

• Standards are better for incorporating feedback from real life 
experiences of the experiment applications and production systems.

• PPDG would benefit from the ‘right person’ to work across the experiments 
on documenting and discussing architecture and standards. 
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