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Abstract (GIS) and extends the GLUE schema [2] to deal with de-

Analyzing Grid monitoring data requires the capabilityta"ed host and job monitoring metrics. Historical data are

of dealing with multidimensional concepts intrinsic tOkept to enable retrospective analysis useful in a number of

Grid systems. Typically, monitoring tools store data imoilﬁreer:r:tesr):lgtll_%srhgﬁgi]tgrliJ:a%(fe rr;:;ﬁ;g‘eg c;;\igglsce_rhfgsl
databases that rely on the relational model. This model 19 ) - . "ng € prov o
not ideal for the efficient support of data analysis that ree e the_|de_nt|f|ed viewpoints that require a different VIew
quires quick navigation through the different data dimenc-)f mo_nltonng data: the VO, th(_a site and the operations
sions. In this paper, we discuss the application of O QOma|_n. GridICE offers a \_Neb mterfa_lce that enablles the
Line Analytical Processing (OLAP), an approach to the fa;l%.FOWS'ng of the da}ta coIIectlor_1 acco.rdlng to thes'e different
analysis of shared multidimensional information. Our proylewpomts (see F_|gure 1. Gr'dICE is currently integrated
posal is exemplified over monitoring data collected from 4 the LCG [6] middleware. In_ Figure 2’. we present an.
ample of deployment scenario. Two sites are involved:

. . . . X
production-quality Grid system by means of the G”dlcﬁeNFN-LNL in Legnaro and INFN-CNAF in Bologna. The

monitoring tool. . L
onitoring too central database of the GridICE server that maintains the

raw monitoring data is optimized to reduce the redundancy
INTRODUCTION of data.

Grid computing is concerned with the virtualization, inte-
gration and management of services and resources in adis- ENABLING MULTIDIMENSIONAL

tributed, heterogeneous environment that supports collec- ANALYSIS
tions of users and resources across traditional administra-
tive and organizational domains [1]. In this section, we introduce the main concepts of multi-

One aspect of particular importance is Grid monitoringdimensional analysis of data as regards OLAP. We present
that is the activity of measuring significant Grid resourcethe typical steps to transform data relying on a relational
related parameters to analyze usage, behavior and perféghema to data in the form of structures called ‘OLAP
mance of a Grid system, and to detect and notify fault sititubes’. These are created by a reorganization of data con-
ations, contract violations and user defined events. tained inside a relational database, thus transforming op-

The monitoring data of Grid systems are intrinsicallyerational data into dimensional data. Subsequently, we
multidimensional, therefore they require to be aggregateédfopose a design suitable for data stored in the GridICE
along different dimensions. The meaningful dimensiongatabase.
that we have identified are the physical dimension referring

to geographical location of resources, the Virtual OrganizéBackground on OLTP and OLAP

tion (VO) dimension, the time dimension and the resource _ . . .
identifier dimension OLTP is an acronym for On-Line Transaction Processing.

We propose the application of On-Line Analytical Pro-ThiS is a class of programs that facilitates and manages

cessing (OLAP), a meaningful approach to the analysgansact.ion—o'riented applicatiqns, typically for. data' gntry
of shared multidimensional information. It is exemplifieg@d retrieval in contexts such industries, banking, airlines,

over monitoring data collected from a production—qualit)}ﬂailo?_ergr’ supermarkets,_an(jj maﬂufacturing. f(;errerally,l
Grid system by means of the GridICE [4, 5] monitoring. "¢ concept Is associated to the concept of Relationa
tool. Data Base System (RDBMS). As regards user and system

orientation, itis ‘customer oriented’ and it is used for query

and transaction processing. It manages current data that are
GRID MONITORING WITH GRIDICE typically too detailed to be easily used for decision making.

GridICE is a monitoring tool designed specifically for Grid The database design relies on the entity-relationship (ER)

systems. It integrates with the Grid Information Servicélata model. In this context, GridICE is a typical example of
an OLTP application, as it continuously stores monitoring
* This research was partially funded by the IST Program of the Eurqgata in a PostgreSQL RDBMS.

pean Union under grant IST-2003-508833 (EGEE project) . 0 . )
 e-mail address: sergio.andreozzi,gianluca.rubini@cnaf.infn.it OLAP is an acronym for On-Line Analytlcal Process

t e-mail address: sergio.fantinel@Inl.infn.it ing. Itis an approach to the quick provision of answers to
§ e-mail address: natascia.debortoli,gennaro.tortone@na.infn.it  complex database queries. It is used in business reporting
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Figure 1: INFN Grid: a GOC view

for sales, marketing, management reporting, data minirfgrm. The transformation process consists of four steps:
and similar areas. Such systems can organize and presghtmerging, a process needed when it is hecessary to man-
data in various formats in order to accommodate the dage data related to multiple OLTP systems; (2) scrubbing, a
verse needs of different users. As regards user and systprnocess needed when data sources are multiple OLTP sys-
orientation, it is ‘market oriented’ and used for data analtems that have inconsistencies among them (e.g., different
ysis. It manages large amounts of historical data, providésnguages or different names for the same attribute); the
facilities for summarization and aggregation. The databagmal of the scrubbing process is to delete these inconsisten-
design relies on star or snowflake schema model. cies; (3) aggregation, needed because OLTP systems record
all transaction details, while OLAP queries typically need
summary data or data aggregated in some fashion; (4) or-
ganization of data in cubes, that refers to the construction
OLAP is based on a multidimensional data model wheref the fact table and the related dimensions.
data are arranged in the form of cubes. It allows data to be In our case, merging and Scrubbing processes are not
modeled and viewed in multiple dimensions. The OLARecessaries because we are managing data coming from
multidimensional data model is organized around one @ unique OLTP system: the PostgreSQL database of
more central themes called fact tables, where facts are ngridICE. Conversely, the aggregation process is required
merical measures (see Figure 4). because GridICE stores different attributes in many his-
Generally, OLAP dimensions are associated to persperical tables (see Figure 3). The logical schema of the
tives that are interesting for organizations. Each dimertatabase consists of many tables dedicated to the status of
sion has a table associated to it (the dimension table). Thesources observed with configurable interval, e.g., the CE
meaningful dimensions identified for Grid systems aretable that contains the current status of a set of CEs split
time, Virtual Organization (VO), geography, Computinginto different historical tables. OLAP dimension tables
Element (CE) resource identity and Storage Element (Skan have concept hierarchies. A concept hierarchy defines
resource identity. a sequence of mapping from a set of low-level concepts
In general, data coming from OLTP systems are not dito higher-level ones. Time and geography dimensions are
rectly usable for building an OLAP system. They needrder relations and form concept hierarchies: hour-day-
to be transformed from a relational form to an analyticalveek-month-year and site-country. In Figure 4, we propose

From Relational Data to Analytical Data
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Figure 2: Deployment scenario

the GridICE fact table design. this would require the capability of defining a multi-value
attribute in the CE fact table to which VO dimension is

CHOOSING AN OLAP TOOL AND mapped. There is no native support for this capability in

the selected tool, therefore as a first step we have decided
to duplicate the tuples in the fact table, each of them refer-

Unfortunately, PostgreSQL does not provide a meaningf@nd 10 @ single VO. Another source of redundancy is the
set of OLAP functions for our purposes. We investigate&eed for reassembling the chunks of the historical tables of

a number of open source software tools, but a worthy s& Certain entity into a single fact table.
lution was not found. Therefore, we decided to resort to a
commercial product, Oracle 9i, which provides an OLAP CONCLUSION

module [7]. . . . . -
) . . OLAP is an appealing solution for the analysis of multidi-

The porting process required the following data trans- ional ; 7 h
formations: the PostgreSQL integer datatype must be copronstona data in Grid systems. We ave proposed a de-
' sign of an OLAP hypercube that deals with structure of

datatype is not implemented in Oracle 9i, so it requir:{ﬁe data collected from GridICE. The main problems arise
oS cnarcl

BUILDING THE OLAP DATABASE

a booleanto-integer conversion: the PostgreSQL charac om the different involved database systems (PostgreSQL

datatype must be converted in an Oracle compatible form ?rr OLTP and Oracle for OLAP), for the nature of mon-
yp P ?t(‘Jring data as regards the time dimension (static vs. dy-

we have chosen the varchar2 format. namic attribute values) and for the dimensions involved in

Another aspect to consider is the VO dimension, that
identity

is a multi-value attribute for the CE entity (a CE can be
authorized to many VOSs). In order to avoid redundancy,
CE Monitoring
measures
- SE Monitori SER

Figure 3: Relational Schema - last status and historical tgigure 4: Fact constellation schema for GridICE multidi-
bles splitting mensional data model
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the Grid (i.e., VO dimension). Future work will be targeted
at refining the logical OLAP schema in order to better deal
with the identified problems. Further, an important goal is
the integration of the OLAP functionalities in the GridICE

monitoring tool.
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