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Abstract we discuss the proposed architecture, its implementation

. : and the results of the tests used for its validation. Finally
In this paper we examine the performance of the raw

Ethernet protocol in deterministic, low-cost, real-t . We present an application to the real-time control of a sus-

. R rpended mass of the 3-meter prototype of interferometric
munication. Very few applications have been reported u jetector of gravitational waves (IDGW-3P), operational in
til now, and they focus on the use of the TCP and UDF51 9 ' OP

protocols, which however add a sensible overhead to tr|1\(|eap0“ [5]-

communication and reduce the useful bandwidth. We show

how low-level Ethernet access can be used for peer-to-peer, CONTROL SYSTEM SPECIFICATION

short distance communication, and how it allows the writ- REQUIREMENTS

ing of applications requiring large bandwidth. We show

some examples running on the Lynx real-time OS and on The digital control system sampling frequengy, puts

Linux, both in mixed and homogeneous environments. Agn upper limit to the Data Management TimBMT,

an example of application of this technique, we describe thehich can be defined as the time necessary to perform all

architecture of an hybrid Ethernet based real-time contrdéihe required sequential operations for the generationeof th

system prototype we implemented in Napoli, discussing itgontrol signals. This time can be considered as the sum of

characteristics and performances. Finally we discuspits atwo main times: the data transfer tim@'7" and the data

plication to the real- time control of a suspended mass @frocessing timeD PT'. In particular,DT'T is the time nec-

the mode cleaner of the 3m prototype optical interferomeessary for the internal data transfer, whil’T" is the time

ter for gravitational wave detection operational in Napoli necessary for processing the data and generate the output
control signal. The relation between the\/T" and f, can

INTRODUCTION formally be written:
The requirement on the computing power of digital sys- DMT = DTT + DPT < 1 _ 1)
tems for mechanical and optical control are becoming very 5

stringent, due to the increasing complexity of the tech- ]
niques necessary for control signal generation. In faet, al hérefore, from the control theory the only real require-

though these systems require sampling rates of the ordBent concerning the generation of_the control signals is.thfa

of 10 kHz, the most important requirement is the computt-he data transfer gnd theT computing are completed within

ing power, so that special boards are being developed alitf chosen sampling period.

tested in order to satisfy it [1]. This is mainly due to the

increasing complexity of the control techniques (e.g. adap TEST HARDWARE FOR CONTROL

tive control, neural network control or optimization based

control). A typical example is represented by the digital On the basis of the above constraints, we developed a hy-

control of the seismic attenuators of gravitational waves i brid and general digital control system architecture that s

terferometric detectors, which require a quite large campuisfies this condition. The system is composed by two sec-

ing power coupled with a relatively high sampling rate (1@ions, a standard real-time section (VME based) for system

kHz) [1] and small control bands (10 Hz). An example ofsynchronization and a standard off-line section (PC based)

highly nonlinear control systems is given by adaptive opfor the computing, linked through a standard Ethernet net-

tics control systems, characterized by large control bandagork. In Fig. 1 the topology of the system is shown.

(=~ 1 kHz) and a large number of control channels [2], [3]. For the test configuration, part of the digital control sys-
To address the problem we propose an hybrid contréém of the mode cleaner of the IDGW-3P is used as a real-

system architecture based only on standard hardware atimie section. It is a VME based control system, constituted

software, combining the advantages of hard real-time syby a VME crate with a Thales VMPC6a with Gigabit Ether-

tems and the large computing power available on PC basedt running LynxOS 3.1a interfaced through the VME with

systems through use of the Ethernet link [4]. In this papea 16 bit ADC-DAC from Pentland. This system is directly



data;

2. the data pass from the ADC to the CPU through the
VME;

3. the real-time CPU sends the data to the PC through
P Ethernet;
PC FARM
4. the PC performs the calculations;

Y
<lm> 5. the PC sends the output of the calculations to the VME

through Ethernet;

ADC VME
CPU DAC 6. the real-time CPU sends the received data to the DAC

; z I : through the VME;
VME BUS 7. gotostep 1,

The time needed to pass from step 3 to step 6 was mea-
sured on the real-time system, which, as we shall see, is
the most critical part of the hybrid architecture. The mea-
connected via Ethernet to our farm installed in Napoli, consures were done for different packet sizes, in particular we
sisting of 8 APPRO 2114Xi with Pentium IV 2.4 GHz run-tested a transfer of 1, 2, 4, 8, 16 data items from one side
ning Linux RedHat 7.3, kernel 2.4.20, with the OpenMosixo the other at three different sampling frequencies: 1, 2

Figure 1: Hybrid control system architecture.

extensions [6]. and 5 kHz. Each data item is 2 bytes long, this means that
a packet with 4 data items is 24 bytes long (16 bytes for
EXPERIMENTAL RESULTS the header and 8 for the effective data). The measure was

performed by acquiring data over a period of two minutes.

The evaluation of the upper limits of the hybrid con- In Fig. 2 the fraction of sent packets that exceeds the
trol architecture requires the measurement ofifS7" and  maximum allowed transfer time for different packet sizes at
DPT. In the next paragraphs we discuss the results @fifferent sampling frequencies is shown. The maximum al-
these two measurements on our test system. For the packgted transfer time is given by the sampling period. The re-
transfer we use the RAW Ethernet protocol, because it iilts show that the fraction of lost packets does not stgong|
lighter than the TCP/IP and UDP protocols, even if packedepend from the length of the packet, but only from the
delivery is not guaranteed. This however is not a sevekampling frequency. At 5 kHz the average loss is about
limitation, as long as the packet loss is kept within reasore5%, at 2 kHz it is about%, while at 1 kHz it is about
able bounds, imposed by the band of the controlled system3%. When packet loss is too high, we could decide to
We developed a simple “sanity checking” mechanism, bypply the resending of missing data.
the use of a sequential marker attached to each sample sent.

If the VME machine finds that the sequence number of are- 0 —_——————
ceived packet is not correct, it can choose to ask the PC to
resend it, or to go on. P p .

Data Transfer Time measurement

The measurement consisted in the evaluation of the
DTT necessary for data packets to be transferred from the
real-time section to the PC farm and vice versa, through

out of band packets (%)

,_.
S,

the point-to-point Ethernet link using the RAW Ethernet ° i i
protocol. Each packet has an header 16 bytes long, con- 0 o

taining various information: the address of the sender (6 S S E S
bytes), the address of the receiver (6 bytes), the protocol number of data i packet (excluding header)

number (2 bytes) and a packet sequence number (2 bytes). . .

After this information the packet contains the control dat&gure 2: Fraction of packets that exceeds the maximum al-
to be exchanged between the two systems. IDHRE” was lowed transfer time for different data item sizes at différe
estimated as a function of the packet length and of the saif@mpling frequencies.

pling frequency. The the transfer algorithm is composed of

the following steps: . . S
We also evaluated the empirical cumulative distribution

1. the real-time CPU waits for the trigger to convert thdunctions (cdf) of theDTT. In Fig. 3 and Fig. 4 the cdfs



for data items of length 1 and 16 bytes at different samargely increases, but the globBTT must now include
pling frequencies are shown. The distributions are similaalso internalDT'T's of the farm Giga Ethernet link. Prelim-
and here too we see the strong dependence from the sanmary tests made with MPI[8] and Mosix[9] demonstrate
pling frequencies. In all cases no significant dependence timat the globalDT'T practically doubles, but the avail-
the packet length can be observed. From these results, algle computing power becomes of the order the computing
can conclude that the “bottleneck” in the procedure is givepower of the whole farm.

by the speed of the real-time CPU, which could not be fast

enough to acquire the data from the acquisition board ar@ontrol of a suspended mass

deliver it over the Ethernet. In fact, we obtained worst
performances by simply substituting the VMPC6a with a
slower VMPC4a. The dependence on packet length wi
the same, but the packet loss increased considerably.

As we said in the introduction, we tested the hybrid
chitecture in the control of a suspended mass of the
ode Cleaner of the IDGW-3P. More details about the
system and the adopted control scheme can be found
elsewhere[10]. In this test we use the same conditions, ex-
cept for the sampling frequency, fixed at= 5 kHz. The

new architecture perfectly replaces the previous one,with
out any detected problem. The basic scheme of the control
system implemented in connection with the mechanics of
the system is shown in Fig. 5.
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CONCLUSIONS AND PERSPECTIVES

We developed a general hybrid digital control system for
the control of mechanical and optical systems, demonstrat-
‘ PR ‘ ‘ ‘ ‘ ing its effectiveness both theoretically and experiméptal
155 16 1.65 17 175 18 1.85 19 1.95 .
Data Transfer Time (sec) x10* The control system was used for a conservative test control
of a suspended mass of the Mode Cleaner of the IDGW-3P,
Figure 3: Cumulative distributions of tHe7"1" for one data with f, = 2 kHz, demonstrating that the new architecture
item at different sampling frequencies. perfectly replaces the standard one without problems. The
limits of our prototype are in connection with the hardware
used, in particular from the computing power of the VME
CPU, so that we expect large improvements from its up-
grade. We plan to test this architecture for the control of
the new designed state-of-the-art IDGW-3P suspensions.
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Figure 5: Control system of the suspended mass of the Modm€Eitef the IDGW-3P.
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