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Abstract In addition, since spacepoints are not available to the-algo

The current design, implementation and performanc%thm’ the event reconstruction must be done using the raw

of the ZEUS global tracking trigger barrel algorithm are atector information and full complex detector geometry.
described. The ZEUS global tracking trigger integrates
track information from the ZEUS central tracking cham- THE GTT SYSTEM

ber (CTD) and micro vertex detector (MVD) to obtain & tne hardware systems of the GTT are discussed in detalil
global picture of the track topology in the ZEUS detectog|sewhere in these proceedings [4] so only a summary of
at the second level trigger stage. Algorithm processing ige algorithm processing environment will be given here.
performed on a farm of Linux PCs and, to avoid unaccepirne GTT Algorithms run on a farm of 12 commodity dual
able deadtime in the ZEUS readout system, must be copyy 1GHz PC’s running Linux. Each algorithm processor
pleted within the strict requirements of the ZEUS triggefng 4 multi-threaded algorithm environment for the recon-
system. The GTT plays a vitable in the selection of good gy ction of complete single events using data sent from the
physics events and the rejection of non-physics backgrougdrp, MvD and STT with separate threads for data reciev-
within the very harsh trigger environment provided by thqng and independent Barrel (CTD+MVD barrel) and For-
upgraded HERA collider. The GTT greatly improves they 5q (STT+MVD forward wheels) Algorithms.

vertex resolution and the track finding efficiency of the The Barrel algorithm is fully integrated into the ZEUS
ZEUS second level trigger while the mean eventprocessirEgAQ and Trigger chain. The Forward algorithm is under

latency and throughput are well within the trigger requ"edevelopment but has been successfully tested online.
ments. Recent running experience with HERA production

luminosity is briefly discussed. BARREL ALGORITHM DESIGN

INTRODUCTION The design of the Barrel algorithm builds heavily upon
N _ the existing CTD-SLT algorithm [6]. However, before May
The silicon Micro Vertex Detector (MVD) [1] upgrade 2004 the GTT barrel algorithm the did not have access to
of the ZEUS experiment, installed during the HERA lu-the CTD2-by-timing information and instead made use of
minosity upgrade shutdown, adds 2-4 planes of high spgye gata from the CTD stereo superlayersfoeconstruc-
tial resolution tracking information close to the intefaot  tjon. Additional hardware to make theby-timing data
point. Together with the information provided by the ex-yyailable was added in May 2004, and the algorithm code

isting Central Tracking Detector [2] and the Straw Tubgnqgified to incorporate this data in the event reconstruc-
Tracking Detector (STT) [3] this provides high resolutiorjgp.

data to allow the detailed reconstruction of tracks andeven after segment finding in the CTD and MVD hit decod-

topology with resolutions better than previously possible jq the barrel algorithm, proceeds in three logical stages

the ZEUS Second Level Trigger (SLT). o .
Implementing a global tracking algorithm to run at the © ¢ track finding, (CTD tracks; MVDr-¢ hit match-

SLT is particularly challenging, since the environmentis  iNg-)

very harsh for d.etailed track_ing —the events t_her.n.selves arey -track finding, (CTDz-by-timing and stereo segment
not clean physics events since there is a significant con-  matching; MVD: hit matching.)

tribution from high occupancy, beam gas events which re- ) _ -

quire considerable processing, and the time available for ® Primary vertex identification.

both the algorithm processing and data transfer to and from\y/hen information on the event vertex andracks are
the GTT processors must be kept withidOms latency to  ayajlable, a second pass of thenatching stage and rever-

avoid increasing the dead time in the ZEUS trigger chainexing is performed. A secondary vertexing stage is under
Detailed pattern recognition with multiple global passegjevelopment.

over the data to resolve the many pattern recognition ambi-
guities in the data is not possible and approximations andTp segment finding
assumptions have to be used to break ambiguities as soon

as possible to keep the required processing to a minimum. The axial segment finding in the CTD provides the ba-
sic structure from which all the tracks are found. The al-

* sutt@mail.desy.de gorithm used is identical to that used in the current CTD-




When a track has at least 2 MVD hits, the track can be
refitted without the beam line constraint, in preparatian fo
secondary vertex finding.

Identifying tracks in-s

After the r — ¢ fit has been performed, the algorithm
matches hits from the-by-timing system, matching hits
from thez-by-timing system on wires used in the- ¢ fit
where the drift times of the hits are constsent between the
two systems. Since theresolution of thez-by-timing hits
is of the order of 7cm the data are then used primarily to

Figure 1: The axial track finding algorithm. provide a guide for the subsequent matching of CTD stereo
information.
SLT [6]. To save time in the stereo matching section of the track
algorithm, segment finding is also performed on the hits
from the stereo layers. SL8[ \_ Stereoseed |
The segment finder looks for linear combinations of
three or more hits in each of the cells of the CTD using ~ S-°! - |

theunsignednteger drift times and wire numbers. Because
the drift time information is unsigned it is not known which
side of the wire plane the hits lie, each hit contributingbot
“real” and “ghost” hits.

The CTD cell geometry has the wire plane for each cell
oriented at 45 with respect to the cell radius so that af-
ter hits have been assigned to a segment, identifying the
real segment is simplified by taking the segment candidate
pointing more closely to the beam line so avoiding the ad- Figure 2: The CTD stereo matching algorithm
ditional latency needed were both real and ghost segments

to be considered. This has a high efficiency for identifying sjnce each stereo wire in the CTD spans a large angle (4
high py tracks, but because of tiieasymmetry of the CTD  cels) it does not provide very precise information on the
geometry leads to a charge asymmetry for lopetracks.  axjal position of the hit upon it. A position is only avail-

able when the--¢ position of the hit on the track has been
Identifying tracks in--¢ calculated. Since each stereo hit may be assigned to any

The initial »-¢ (axial) track finding is essentially the track passing through the large rangejcépanned by the

same as in the CTD-SLT with the addition of matchindf"/ire' ther-¢ andz positions of each hit must be calculated
hits from the MVD. The algorithm, illustrated in Fig. 1, or gach possible track carjdidate Withimﬁ& range. For )
searches for tracks starting with a seed segment in the ouBf iNner stereo layers, this range is reasonably large — in
superlayer where the occupancy is lowest. Using this sedyperlayer 2 the _angle correspondlqg to4cellsisas _Iarge as
segment, the expected azimuthal position of the hit in thao degrees —which presents_a S|gn|f!cant pr_oblgm since the
next innermost axial superlayer is calculated, and se@neﬁ'ﬁaCk occupancy nearer the llnt(.aracthn region is high and
consistent with this are matched to the track. The segmeh degree of matching ambiguity which must be resolved
last matched is then used as a fresh seed and the matcHm§9€: _ _ _

proceeds again into the next inner axial superlayer until at 1 1€ intérsection of the track with the hit must be cal-

least one segment is found in superlayer 1. Once the Sé‘dj_lated considering the drift displacement of the hit with

ment matching is complete for a track, the track parameterr%SpeCt to the wire. This is dp_ne using an iterative algo-
are calculated using a fast circle fitin constrained to the 1t [7]and provides the position of the hit swum to the

beam line to aid subsequent hit matching in the MyD.  rack, fromwhich is obtained the wirgposition. The frac-
Once the track has been found in the CTD, the algorithfiP" ©f the length along the wire is then trivially extracted
goes on to find hits in the MVD. Since the MVD hits from tO Provide thez position of the hit.

both ther-¢ andz wafers within an MVD half module are .Sol\./ing the track intersections in-¢ with the ster_eo
multiplexed together, it is not knowa priori which are wires is the most costly step in terms of the processing la-

= and whichr-¢ hits. Consequently all hits must be Con_.tency so to keep the proqessing time within accgptable lim-
sidered as potentiat¢ hit candidates. The algorithm first 'S Ségments are found in the stereo layers using the same

matches MVD hits in the outermost barrel layer, refitingalgorithm as for the ?Xial Iay(?rs. )
the track, and looking for hits in turn, in the inner layers. The stereo matching algorithm proceeds as follows:

SL4| = |

SL2| =~ |

vertex



e Starting in the outer stereo superlayer for this tracKhis is found to be very stable against the present of incor-
where the spatial separation of tracks is highest, atectly fitted or assigned tracks.
possible segments are considered as seed segments. The stereoz-segment matching and vertex fit is then

) repeated using the event vertex to increaseztisegment
e The segment end points are swum to the track andrﬁatching efficiency.

linear fit in z and the transverse path length along the
track, s, is performed including the-by-timing hits

in the fit to constrain the track nearer the beamline. ALGORITHM PERFORMANCE
The z-track parameters — gradient and track-vertex (Luminosity data taking

position of the track closest to the beam line) — are cal-
culated and the track extrapolated into the next stereo
layer.
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e Thez positions of each segment in the nextinner layer epinteractions

are then calculated by matching to the track as above,
continuing in each successive stereo layer, with the fit
recalculated at each layer, until a track with segments 10000
in each stereo layer is found, or no matching segment gy
is found.
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This is illustrated in Fig. 2. For very busy events, the 4000 interactions

high occupancy in the inner layers means that each inner 2000
cell can contain many segments belonging to several tracks.
To improve the resolution and efficiency in this case, the al-
gorithm searches for all possible track candidates salgcti
the candidate with the best fit.

Once CTD stereo segments have been matched to an ax-

al trac_k, the algorithm goes on to mat_ch M\_/Dhits in The GTT and barrel algorithm, have been in operation
essentlgl_ly the same way as the) matching. _Slnce MVD stably since the HERA upgrade was completed in 2002.
r-¢ posmons.are alrgady known, the a]gonthm looks fOrFollowing additional modifications to the HERA machine

unmatched hits only in the correspondingvafers of the 2003, the GTT has been running under production lu-

modules withr-¢ hits. Each track is assigned a Weightminosity conditions, with the results of the algorithm be-
b_ased onthe nu_mber _Of CTD s_tereo segmentsy-timing ing used by the physics filters to select events online with
hits and MVD hits assigned to it. The track-vertex and th%ver 40 pbr! currently on tape. The HERA beam gas re-
v_veight from the fit are stored for use in the primary verteXataq background is found to be significantly larger than

ft. before the upgrade. To compensate, the CTD had to be
. ) operated at only 95% of the nominal high voltage setting
The primary vertex algorithm leading to a small loss in chamber performance. In addi-

Beacuse of the large degree of residual beam gas cdifh, although the MVD hit matching is satifactory for nor-
tamination in the event spectrum for events accepted at tAeal physics events, the high occupancy in beam gas events
First Level Trigger, the presence of a clegninteraction ~causes problems for the current MVD matching algorithm
vertex cannot be guaranteed. The primary vertex aIgorithVMhiCh biases the vertex distribution in beam gas events. As
is intended to make a fast estimation of the presence ofsch, for the 2003-04 running period the MVD hit match-
possible vertex and to calculate its likely positiorzin ing was disabled.

A binning algorithm with overlapping 13cm bins is used, The performance and stability of the algorithm and GTT
looping over all tracks, binning the track-vertex intersecSystem as a whole, was well within the expectation during
tions from thez-s fit with the square of the track weight this period. The GTT event vertex available online is illus-
to automatically take account of the track quality and th&ated in Fig. 3 and clearly shows events freminterac-
different spacial resolutions of the MVD and CTD. tions in a vertex peak withie-25cm, on the large proton-

The most probable bin (MPB) — the bin with the highesPe€am gas background, together with secondary scattering
number of weights — is found and from the tracks in thigvents from the collimator at -80cm.
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Figure 3: The online CTD-only GTT vertex

bin an initial vertex position is calculated using Selecting phOtOprOdUCtion events offline to eliminate
any beam gas contamination, the event vertex residual with

Y icMPB ziw? respect to the offline vertex (with a resolution of around

Zinitial = S ienpn W2 2mm) is illustrated in Fig. 4. The data have been fitted

with a sum of two Gaussians with widths of 2cm and 6cm
All tracks within£9cm of this initial vertex are then used to respectively.

calculate the event vertex, again using the weighted mean.
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Figure 4: The online CTD-only GTT vertex resolution withFigure 5: The online track efficiency versus offline track
respect to the offline vertex multiplicity.

The efficiency for finding the vertex online within stability and latencies well within those required by the
+60cm of the nominal interaction point is seen to b&EUS DAQ and trigger systems with up 40pbwritten
greater than 90% for vertices with more than 5 tracks.  to tape.

Detailed studies of the online performance in data are Modifications to the GTT and algorithm to use the CTD
underway, comparing with the offline reconstructed tracks-by-timing data were performed in May 2004 to improve
To summarise briefly, the track resolutions for full lengththe track finding efficiency. In order to use the MVD hits
tracks are found to be 0.07GeVY, 12mrad and 0.05 for online, further modifications are being made to the barrel
pr, ¢ andn respectively. algorithm MVD hit matching which should improve the

The track finding efficiency is around 75% for findingvertex finding efficiency and resolution and should be in
full length tracks inr-¢ and and 65% when including infor- place soon after the HERA restart in October 2004.
mation inz. Because of the more complex pattern recogni- To allow the inclusion of MVD data in the online al-
tion at high multiplicities, the efficiency falls steeplytwi gorithm and improve the tracking and vertexing efficiency
multiplicity and is shown in Fig. 5. and resolution are ongoing and should be ready when the

HERA machine restarts in September of 2003.

Algorithm latency

To avoid introducing dead time at the Global First Level REFERENCES
Trigger (GFLT) the latency for the complete GTT readout[1] ZEUS Collaboration; “A Microvertex Detector for ZEUS”,
and event reconstruction has to be within around 10ms with ~ ZEUS internal not&N-97-006 (1997) (unpublished).

reasonably short tails. [2] N.Harnewet al; Nucl. Inst. Meth A279 (1989).
The mean overall GTT latency seen by the ZEUS GSLT B Fosteret al: Nucl. Inst. Meth.A338 (1994) 254.

during 20.03'04 _running Was_typically. around 10ms, within [3] ZEUS Collaboration; “A Straw-Tube Tracker for ZEUS”,
that requweq, with a short _tall extendlng to around 40lms. ZEUS internal note ZN-98-046 (1998) (unpublished).

The algorithm processing latency is a monotonically
falling distribution, since the algorithm runs as a singie-p
cess, with a mean of around 2ms and a tail extending to
around 15ms for busy events. The overall latency is dom{5] M.Sutton and C.Youngman; “The Global Tracking Trigger
inated by the data transfer time of the large detector data SyStem and Architecture”, ZEUSinternal note ZN-99-074
volumes which has a mean of around 7ms for the CTD data, ~ (1999) (unpublished).

During 2003-04, the dependence of the mean overall laf6] A.Quadtet al; “The design and performance of the ZEUS
tency on the output rate of the GFLT was seen to be small.  Central Tracking Detector Second Level Trigger”, Nucl.
always lying within 15ms for all rates up to the design rate NSt Meth.A438 (1999) 472.

4] M.R.Sutton; “The Architecture of the ZEUS Second Level
Global Track Trigger”, these proceedings.

of 500Hz. [7] G.Hartner; “VCTRAK Briefing: Program and Math”,
ZEUS internal note ZN-98-059 (1998). (unpublished)
SUMMARY AND OUTLOOK [8] R.Hall-Wilton, M.R.Sutton and B.J.West; “The CTD-

) ) BMVD version 3.3 Global Tracking Trigger Algorithm and
The GTT barrel algorithm performed well during the Performance”, ZEUS internal note ZN-01-039 (2001) (un-
2003-04 production luminosity running period with high published).



