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Planning for SC24 (Atlanta, 

Georgia)
 SCinet Sponsored Network Research Exhibition (NRE) Descriptions 

(June 1, 2024)

 NRE Submissions Define Demonstrations

 Lead To Assessment of Required Resources, Including WANs, Edge 

Devices (Enhanced Descriptions Planned for SC24)

 Results: Implementation of Services/Resources

 Assists With Pre-Conference Staging Facilities



NREs: Verifying/Authenticating New Advanced 

Concepts

 Formulating New Architecture, Services, Techniques, 
Technologies Through Large Scale, WAN Demonstrations

 Proving Concepts With Empirical, Replicatable
Experiments

 Creating Prototypes

 Communicating Results To Wide Audiences

 Leveraging Large Scale Testbeds, e.g., SCinet

 Contributing To The Design and Implementation of 
Testbeds

 Building Blocks for Global Research Platform (GRP)



A Next Generation, Software Defined, 

Globally Distributed, Multi-Domain 

Computational Science Environment

The GRP: A Platform For Global Science



Global Research Platform/AutoGOLE Open R&E Exchanges



Source: Tom Lehman



StarLight

Source: Tom Lehman



SC23 SCinet WAN Topology: Source Tom Lehman







SC23 SCinet WAN Testbed@StarLight























Example SC24 SCinet Network Research Exhibitions

 Global Research Platform (GRP)

 SDX 1.2 Tbps WAN Services

 SDX E2E 400 Gbps WAN Services

 400 Gbps DTNs & Smart NICs

 Network Optimized Transport for Experimental Data (NOTED) – With AI/ML Driven WAN Network 
Orchestration

 SDX International Testbed Integration

 StarLight SDX for Petascale Science

 DTN-as-a-Service For Data Intensive Science

 P4 Integration With Kubernetes

 PetaTrans Services Based on NVMe-Over-Fabric

 NASA Goddard Space Flight Center HP WAN Transport Services

 Resilient Distributed Processing & Rapid Data Transfer

 PRP/NRP Demonstrations

 Open Science Grid Demonstrations

 N-DISE Named Data Networking for Data Intensive Science

 Orchestration With Packet Marking (SciTags)

 Data Tsunami



Network Optimized Transport for Experimental Data (NOTED) –

AI/ML Driven WAN Network Orchestration







Leads= Shawn McKee, Marian Babik



SC24 Packet/Flow Marking NRE
 Concept: The Goals of the SC24 Packet and Flow Marking NRE 

Demonstrations Will Build On the SC23 Demonstrations To Showcase The 
Capabilities of The Scitags Architecture And Methods For Optimizing 
Data Intensive Science

 Five Demonstrations Will Be Staged

 IPv6 Packet Marking With eBPF-TC (100 Gbps)

 XRootD Packet Marking with Flowd+eBPF-TC

 Accounting For Flow Labeled Packets Using a P4 Programmable Switch

 Measurements via Esnet High-Touch Processes

 Scitags Integration With DTN-as-a-Service.

 Participants:

 CERN, University of Victoria, KIT, ESnet, StarLight, CANARIE, Fermi National 
Accelerator Laboratory, SCInet, Digital Alliance, etc



400G SW400 Gbps DTN G5
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400G SW
Optical 

Transport

Optical 

Transport

1.2 Tbps WAN Service Prototype for Data Intensive Science

StarLight International/National 

Communications Exchange Facility, Chicago, Il Joint Big Data Testbed McLean, Va

1000+ Miles/Wave Service

LR4 Transceiver + Smart NIC

X Transceiver







Peripheral Component 

Interconnect Express (PCIe)

 PCIe 5.0 server with 32 Lanes = 128GB/s bandwidth  32 GHz

 3.94 Gbps/Lane

 For Optimization Requires G5 Components

 Foundation For Non-Volatile Memory Express (NVMe) Interfaces, 

(e.g., SSDs)

 PCIe 6.0 = 2025-2026





WAN Optical Transport

 Ciena WaveServer 100GbE and 400 GbE (Soon 800 GbE) 

applications,  scaling capabilities to 12.8 Tb/s client and 12.8 Tb/s 
line capacity in 2RU



Thanks!

Questions?


