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“Why" is easier to answer than "How’

LHC and the experiments were approved in the
'90s without any provision for the necessary

computing.
Work in the late '90s and early '00s led to the
Worldwide LHC Computing Grid Collaboration.

Costs for computing (and networking) are shared
between participants.
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421  Resources. These shall be pledged separately (as applicable) for Tier 1
services and Tier 2 services (defined in Annex 3)

e Processing capacity (expressed in commonly agreed units).

e Networking. Due to the distributed nature of the WLCG, it is
particularly important that each Institution provides appropriate

network capacity with which to exchange data with the others. The
associated Computing Resource Levels shall include I/O

throughput and average availability!.

e Access to data (capacity and access performance parameters of the
various kinds of storage, making clear which figures refer to

archival storage).
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Annex 3. Minimal Computing Resource and Service Levels to qualify
for membership of the WLCG Collaboration

Annex 3.1. Host Laboratory Services

i. _Operation of the Tier0 facility providing: iii. Support of the termination of high speed network connections by all Tierl and
1. high bandwidth network connectivity from the experimental area to the Tier2 Centres as requested.

offline computing facility (the networking within the experimental area iv. Coordination of the overall design of the network between the Host Laboratory,

shall be the responsibility of each Experiment); Tierl and Tier? Centres, in collaboration with national research networks and

international research networking organisations.

Annex 3.2. Tier-1 Services Annex 3.3. Tier-2 Services

x. ensure high-capacity network bandwidth and services for data exchange with ) . B
the Tier0 Centre, as part of an overall plan agreed amongst the Experiments, v. |ensure network bandwidth and services for data exchange with Tier] Centres,
Tierl and Tier0 Centres; as part of an overall plan agreed between the Experiments and the Tier] Centres
xi. |ensure network bandwidth and services for data exchange with Tierl and Tier2 concerned.

Centres, as part of an overall plan agreed amongst the Experiments, Tier]l and
Tier2 Centres;
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Annex 3. Minimal Computing Resource and Service Levels to qualify

for membership of the

WLCG Collaboration

Annex 3.1. Host Laboratory Services

i.  Operation of the Tier0 facility providing;: iii. Support of the termination of high speed network connections by all Tierl and

1. high bandwidth network connectivity from the experimental area to the

Tier2 Centres as requested.

offline computing facility (the networking within the experimental area iv.
shall be the responsibility of each Experiment);

Coordination of the overall design of the network between the Host Laboratory,
Tierl and Tier2 Centres, in collaboration with national research networks and
international research networking organisations.

Annex 3.2. Tier-1 Services

x. ensure high-capacity network bandwidth and services for data exchange with
the Tier0 Centre, as part of an overall plan agreed amongst the Experiments,
Tierl and Tier0Q Centres;

xi. ensure network bandwidth and services for data exchange with Tierl and Tier2

Centres, as part of an overall plan agreed amongst the Experiments, Tierl and
Tier2 Centres;

Annex 3.3. Tier-2 Services

v. ensure network bandwidth and services for data exchange with Tier] Centres,
as part of an overall plan agreed between the Experiments and the Tier] Centres

concerned.

10 10



July 2007

27J4ul LHC OPN in A
April 2007

20 Apr LHC OPN Me
January 2007

12Jan  LHC OPN Mee
September 2006

218ept  LHC OPN Me
June 2006

16Jdun LHC OPN mes
April 2006

04 Apr  LHC OPN Met
January 2006

31Jan  TO/T1 Network
November 2005

14 Nov  TO/T1 Network
July 2005

19.Jul TO/T1 Network

07Jul  ESNet Network
April 2005

08 Apr TO/T1 network
January 2005

20Jan-21Jan  TO/1 Ne

October 2010 June 2013
07 Oct-08 Oct  LHCOPN Mee 17Jun-18Jun LHCOPN and L
June 2010 May 2013
28Jun-29Jun  LHCOPN mee 02 May - 03 May LHCONE Poir
March 2010 January 2013
08 Mar - 09 Mar LHCOPN ma 3MJan-01Feb LHCOPN and L
December 2012
December 2009
13Dec-14Dec L HCONE Poin
10 Dec - 11 Dec  LHCOPN me:
September 2012
August 2009
20 Sept - 21 Sept  LHCOPN and
31 Aug-01 Sept  LHCOPN me
May 2012
April 2009
03 May - 04 May LHCOPN and
21 Apr-22 Apr LHCOPN mee
January 2012
January 2009
30Jan-01Feb LHCOPN and |
15 Jan-16Jan  LHCOPN mee
December 2011
October 2008
01Dec-02Dec  LHCONE Arch
16 0ct-170ct  LHC OPN Me
September 2011
June 2008
26 Sept - 27 Sept LHCOPN and
16.Jun-17Jun  LHC OPN Mex
June 2011
March 2008
13Jun-14Jun LHCOPN and L
10 Mar- 11 Mar  LHC OPN Me
February 2011
December 2007 10 Feb- 11 Feb LHCOPN Meet
07Dec LHCOPN Operation: 10Feb LHCT2S Technical m
November 2007 January 2011
05 Nov- 06 Nov  LHCOPN Ope 130an LHCT2S Technical Me

October 2017

16 Oct-170ct  LHCOPN-
April 2017

04 Apr- 05 Apr  LHCOPN-
September 2016

19 Sept - 20 Sept  LHCOP?
March 2016

13 Mar - 14 Mar  LHCOPN-
October 2015

28 Oct-290ct LHCOPN-
June 2015

01dun-02Jun  LHCOPN-
February 2015

09Feb-10Feb LHCOPN-
September 2014

15 Sept - 17 Sept  LHCOP!
August 2014

13Aug LHCONE Asia-P
April 2014

28 Apr- 29 Apr  LHCOPN-
February 2014

10 Feb- 11 Feb LHCONE
December 2013

03 Dec-05Dec LHCOPN

March 2022

29 Mar - 30 Mar  LHCOPN-LHCONE meeting #48 - Virtual meeting
October 2021

11 0ct-120et LHCOPN-LI'~ " .

April 202.
March 2021
09 Apr- 11 Apr  LHCOPN-L}
23 Mar - 24 Mar  LHCOPN-L
October 2023

September 2020

16 Sept- 17 Sept LHCOPN/ 18 Oct-20 Oct LHCOPN-LI
May 2020 April 2023

13May LHCOPN/LHCON 18 Apr- 19 Apr  LHCOPN-LI
March 2020 October 2022

08 Mar - 09 Mar  CANCELLE 260t WLCG Data Chall
January 2020 24 Oct-250ct  LHCOPN-L

14 Jan LHCONE ESnet siue iecuny

13 Jan -14Jan LHCOPN/LHCONE workshop - CERN Geneva, CH
June 2019

04 Jun-05Jun  LHCOPN-LHCONE meeting #42 - Umeé (SE)
October 2018

30 Oct-310ct  LHCOPN-LHCONE meeting - Fermilab, Batavia (US)
March 2018

06 Mar - 07 Mar LHCOPN-LHCONE meeting - RAL Abingdon (UK)
January 2018

26 Jan  TIFR-LHCONE meeting



SINET to Amsterdam

5
i

ta CERN

Pakistan
NCPLCE2
PraIT

e nEaMat3 10

London

to GEANT Geneva, to GEANT Amsterdam
CERN

LHCONE L3VPN: A global infrastructure for High Energy Physics data analysis (LHC, Belle 11, Pierre Auger Observatory, NOvA, XENON, JUNO, DUNE o
cyfronee | PIONIER Nes!

e

=
T
e /i

SngAhEN

KREONet2

1
KRight |
Daejeon

| smaarin

Hang Kang.
(HARNET)—

CETHET pack

ety
Sk

Sines

ane

T

et

LHCONE Map Ver. 9.0, 2024-03-24 — WEJohnston, ESnet, wej@es.net

s CANARIE
Saner - Canada
=8 e
SINET SINET
Japan & Tokyo Star
¥l

4
BE
o o ——
£l
e | =
s B Gkl Rerch P, Nekwee [GRPsat){NAAEE 50
. ESnEt jume vas
PacWave / £
s USA ESnetEu
(Seattle]
(e Foes
e sne, iz, CANRE,
fn\ ;
¥
g
R
5 oo % R
S g o) o5,
T E N ,
B o
8 T
Hom 1
- Il
PacWan
P neLT2 MREN / I |
unnyvele] e i
Peers: ESnet, ==z
fresy
ﬁ ‘S g uic
i e "
E oo 'U
= i s
iz o
Toesner || [0 |
pacWave! o
Internet2 &
N CENIC
gyt
= To ESnet {::3\\
emeis, b
TeanEAE
GPN
@ [crest piains et

GEANT, AnsNet,

-

|: :j Exchange point

LHCONE VRF domain/aggragator NREN/site router at exchange point
- k.

A provider networl Communication links:
Connector network or institution — ——ess <100G=1.5pt, 100G=4pt, 2006=5pt,
provides, e.g., an L2 path between 4D0G=6pt, B00G=7.5pt
VRFs,

Underiined link information

-
&5 Provider network PoP router  SssSEDSCC indicates link provider, not use

WLCG sites thatare Double dash outline indicates distributed
not connected to LHCONE

Future site

International infrastructure by provider/collaberation

oty

SEANT, b,

MAN LAN
[Mew Yark Giry]
Indernet2, CERN, ESnet,
NDRDUNst, CANARIE

9 —
paingeazp]

KIAE-TRANSIT

——
" . btarnuz Caer Swierk Tax
ikhe Sty Poland (RU-VRF)
K JANET T E vozew) Poland [ LI "R“"!“ e
u s #HE e | S95T2 EES
e
NORDUnet — Sarf
LY LTHEL Nordic ot
& RAL-LCGZ Netherlands 3 oaD e
,» asn o Jetherlands { L . e
F ) Helsinki TaHetmrUg
§ : el e S
Amash aucer e ey [ RACI
e
BT
&
S
F
- P risruic|  DFI =
ANA- GridkA
P citanT, KERAR ALKETL Germa

g
H
A :
] 3
|7/
s
(Amsterdam Czechia
) fmee=rien] e £
o N F2U/pragusics 5
g fette cs'ﬁmmm;ﬂ&fff"&ﬂ” B
3 KREONeLZ: k3
: MSCC N Enet, SN, Intermees
<3 S
=
£ qe
& 88
B Budapest 3
LN Y i
3 =
Gar
4 H
AN s A e
EH
25
GEANT Open
London) CERNLI
aéanr. camam, |
nosnUne, SET | & & =
) == A\
= NSy Geneva ) *
g o ESnet 7T e CERN-TO
H ion
: P O —
Amsterdam 7.
: i ],

Belnet
Belgium

RENATER
Erance

BEgna IS VLB

BRIGAAAICL

cms
Toin2es | || LPNHE.LaL, A
A ALTASTL Ipur:.tlw, H
I T Belle I 2
(530 Pauio] Frot ) Ry £
{academic Traffic T e PHC, SUBATECH g

various SINET
=== AARNet NORDUnet .
— GEANT KIAE, Russia LHCBT1  LHC ALICE or LHCb site

s SINET, Japan, global ring MESSSSS KREONet2, Korea CNAF-T1 LHC Tier 1 ATLAS and CMS

TWAREN, Taiwan S==== BELLA: GEANT, etal, UChi LHC Tier 2/3 ATLAS and CMS

ESnet transatlantic, USA RedCLARA, et al

SINET/IGN/ SingAREN

£ Belle Il Tier 1/2

=

juNg Juno
m— ANA-300,/400 - Various links provided by CANARIE, ESnet,
GEANT, Internet2, NORDUnet, SURFnet, SINET, IU/NSF

BEanT
lsban &,

CHAF
LHETL

Juna

NOTES
1) ONLY links involved in LHCONE are shown

2] LHCOPN links are nat shavwn an this disg:

3] For map sxplanstion see “Iterpreting the LHCONE Map at
Ittpe:/fwww.dropbox.com/zh/pacxfa580j! ADsBSKBASHIFC]ALe 0
4 GEANT and CANARIE hae zhutdown the peering hetween their VRF andl KIAE, a5
a resuft of the Ukraine war

Frazcati, Legnars,
INFN  Milsno, Romal.
Pisa, Hagoli Torino.

CIEMATACE2,
UAM-LCE2




July 2007

27 Jul

April 2007

20 Apr

January 2007

12 Jan

September 200€

21 Sept

June 2006

16 Jun

April 2006

04 Apr

January 2006

3 Jan

November 2005

14 Nov

July 2005
19 Jul

07 Jul

April 2005

08 Apr

January 2005

20 Jan -

ABOUT ¥ PROGRAMME v SUBMIT REGISTER VISIT + PARTNERS

tm24 CONTACT US

FRIDAY 14 JUNE

Side Meeting

LET'S TALK ABOUT DIGITAL HEALTH TRANSFORMATION?
09.00 - 12.30 | Salle 3

Side Meeting

PERFSONAR GRAFANA WORKSHOP
09.00 - 12.30 | Salle 5

Side Meeting

GLOBAL SCIENCE NETWORK FORUM
09.00 - 12.30 | Salle 14

Side Meeting

SOUTH EAST DIRECTORS FORUM
09.00 - 12.30 | Salle 6

Side Meeting

GEANT-EUMETSAT-NRENS WORKSHOP
09.00 - 12.30 | Salle 2

- Virtual meeting

-1 Apr LHCOPN-LF

-20 0ct LHCOPN-LI

-19 Apr  LHCOPN-LI

WLCG Data Challe

-250ct LHCOPN-LI

ERN Geneva, CH

- Umea (SE)

rmilab, Batavia (US)

AL Abingdon (UK)



WLCG MoU

Annex 3. Minimal Computing Resource and Service Levels to qualify
for membership of the WLCG Collaboration

Annex 3.1. Host Laboratory Services

i.  Operation of the Tier0 facility providing;: iii. Support of the termination of high speed network connections by all Tierl and
1. high bandwidth network connectivity from the experimental area to the Tier2 Centres as requested.

offline computing facility (the networking within the experimental area iv. Coordination of the overall design of the network between the Host Laboratory,

shall be the responsibility of each Experiment); Tierl and Tier? Centres, in collaboration with national research networks and

international research networking organisations.

Annex 3.2. Tier-1 Services Annex 3.3. Tier-2 Services

x. ensure high-capacity network bandwidth and services for data exchange with ) . B

the Tier0 Centre, as part of an overall plan agreed amongst the Experiments, v. ensure network bandwidth and services for data exchange with Tier] Centres,
Tierl and Tier0 Centres; as part of an overall plan agreed between the Experiments and the Tier] Centres
ensure network bandwidth and services for data exchange with Tierl and Tier2 concerned.

Centres, as part of an overall plan agreed amongst the Experiments, Tierl and
Tier2 Centres;

Xi.
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Networkrequwements for ‘HC

Tierls:

- 1Tbps to the Tier0 (LHCOPN)

e - 1 Tbps to the Tier2s (aggregated, LHCONE)

US-T1-BNL
SSSSSSSSSSS

Tier2s
Table 1:netv - 400 Gbps and more
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