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Global Collaborative Research 

Communities

• Science Is Global

• Open Information Sharing, A Cornerstone of The Science Process

• Concepts, Experiments, Instruments, Methods, Techniques, Data, 

Technologies And Results Are Openly Communicated and Shared 

Among Collaborative Science Communities World-Wide

• The Global Research Platform Is An International Collaborative 

Partnership Creating A Distributed Environment for International 

Data Intensive Science

• The GRP Facilitates High Performance Data Gathering, Analytics, 

Transport (100 Gbps-Tbps E2E), Computing, And Storage

• www.theglobalresearchplatform.net





Instruments: Exebytes Of Data

KSTAR Korea Superconducting Tokamak

High Luminosity LHC

Bioinformatics/Genomics

SKA Australia Telescope Facility Vera Rubin Observatory

Next Gen Advanced Photon Source



A Next Generation, Software Defined, 

Globally Distributed, Multi-Domain 

Computational Science Environment

The GRP: A Platform For Global Science





Annual Global Research Platform Workshop – Co-Located With

IEEE International Conference On eScience  Oct 9-10, 2023 



Next Global Research 

Platform Workshop 

Osaka University, Osaka, 

Japan, 

Co-Located with IEEE 

International Conference on 

eScience Sept 16-19, 2024



National Research Platform

=> 5th NRP Workshop March 19-22, 2024 UCSD 



Selected GRP Themes

• Orchestration Among Multiple Domains

• Large-Scale High Capacity Data WAN Transport

(Highlighted at SC23: 400 Gbps, 800 Gbps, 1.2 Tbps

WAN Services For Data Intensive Science)

• High-Fidelity Data Flow Monitoring, Visualization, 

Analytics, Diagnostic Algorithms, Event Correlation 

AI/ML/DL 

• International Testbeds for Data-Intensive Science



Global Scale Science Highlighted At Prior GRP 

Workshops

• The Square Kilometer Array: Data Transport, Processing, Archiving and 

Access, Shaun Amy, Australia Telescope National Facility 

• Large Synoptic Survey Telescope Distributed Computing and Networks, 

Jeff Kantor, LSST

• Korean Fusion Program: KSTAR, ITER and K-DEMO and International 

Collaborators, Si-Woo Yoon, National Fusion Research Institute

• Square Kilometer Array (SKA), Richard Hughes-Jones, GÉANT

• Vera C. Rubin Observatory, Large Synoptic Survey Telescope (LSST), Nate 

Lust, LSST/Rubin Observatory

• Belle II, Super B-Factory Experiment, Silvio Pardi, National Institute for 

Nuclear Physics, (INFN)

• Deep Underground Neutrino Experiment (DUNE) – Kenneth Herner, Fermi 

National, Accelerator Laboratory

• Distributed Computing Operations For HL-LHC With Operational

• Intelligence, Federica Legger, National Institute of Nuclear Physics (INFN)

• Next-Generation Cyberinfrastructures for LHC, High-Luminosity LHC and 

Data Intensive Sciences, Harvey Newman, Caltech

• KAUST Genomics Cloud, Alex Moura, KAUST



AutoGOLE Open R&E Exchanges





Internet2 Backbone Topology
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(110+

Currently: 20+ 400 Gbps Paths Prototyping 800 Gbps Tbps





International Federated Testbeds As Instruments 

for Computer Science/Network Science

• The StarLight Communications Exchange Facility 

Supports ~ 28 Network Research Testbeds (Instruments 

For Computer Science/Networking Research)

• StarLight Supports Two Software Defined Exchanges 

(SDXs), An NSF IRNC SDX & A Network Research GENI 

SDX (Global Environment for Network Innovations)

• The GENI SDX Supports National and International 

Federated Testbeds



SC23 SCinet WAN Testbed@StarLight







SC WAN Circuits

SC Aggregate WAN OUT SC Aggregate WAN IN
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SC23 Bandwidth Challenge   
StarLight contributes 4 of Top 5 StarLight contributes 2 of Top 5



Data Mover Challenge Sponsored By Supercomputing Asia
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OFCnet booth Switch

FABRIC+NA-REX for OFCnet Demo



NRP+FABRIC

Source: Tom Lehman







Source: Tom Lehman



(1) CENI

Chicago -

McLean VA

(1) CENI

Chicago -

McLean VA

(2) NA-REX

Chicago -L.A

/San Diego

(2) NA-REX

Chicago -L.A

/San Diego

(3) FABRIC + 

NA-REX 

Chicago-L.A

(3) FABRIC + 

NA-REX 

Chicago-L.A

Extending Data Center Services Over 400G WANs  

Prototype Solution Initial Results: 

Single stream RDMA/RoCE over 400G network at different distance  

SL loopbacks: (1) Rtt 27 ms @ 395G  (2)  Rtt87 ms @ 388G  (3) Rtt 108 ms @ 397G 



Extended Data Center Services Over 400G WAN  

Prototype Solution Initial Results: 

Single Stream RDMA/RoCE Over 400G Network  

Chicago-San Diego OFCnet loopback: Rtt  96.4 ms, Peak @ 397G X 2

March 24, 2024



397 Gbps

4k WAN Miles



Emerging Chicago Quantum Exchange Testbed



Energing IEQnet Testbed Topology

Illinois Express Quantum Network



Demo Lead Partner - NuCrypt (1) - Distribution of 
Quantum Entanglement Through Fiber With Co-

Propagating Classical Data

(1) Spin Off From Northwestern University’s 

Center for Photonic Communications and Computing, Which Was Also 

A Partner for the OFC 2023 Demonstrations (Prem Kumar, Director)



Unique switch

.3 dB loss 



Co-Propagation

And 400 Gbps WAN

Demonstrations

OFCnet Booth

March 2023





CENI Testbed

Source: Ciena / Scott Kohlert



www.startap.net/starlight

Thanks to the NSF, DOE, NASA, 

NIH, DARPA

Universities, National Labs, 

International & Industrial 

Partners,

and Other Supporters


