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=¥ egenwzeze Overview of WLCG Sites in China

* LHCb Tierl@IHEP is ready to run
 LHCOPN 206G link
e 3216 CPU cores and 3.2PB disk storage

* Two Tier2 new sites are under construction T
* LHCb Tier2 in Lanzhou Univ. el T
*  2G dedicated link P 24 | Tier2 (ATLAS, CHS, LHCb, Bel le1 1)
* 3500 CPU cores and 3PB disk storage __L_‘:_Ekf!g*jf -\:b/-// 5{‘? v
« Alice Tier2 in IHEPCC st QNGIR
*  The Alice Tier2 site will be moved from CCNU(Wuhan) to L\_ R, ot m
IHEPCC (Beijing) N’X\” »t;,///‘aﬁ., 3 AR
* 1152 CPU cores and 840TB disk storage ‘g;}};;;_n \,lr"‘ 4 ((‘
* Chinese Tier-2 Site Federation eyl S A
«  ATLAS, CMS, LHCb, BELLEII, JUNO, CEPC
e 4472 CPU cores and 1050TB disk storage ' / /

e Two Tier3
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Current Network Status
* New 100G link between CSTNET and GEANT was deployed

* An dedicated link of LHCOPN for LHCb T1@IHEP is ready for production
* Based on the GEANT-CSTNET 100G link
* Ensure bandwidth > 20Gb/s, The bandwidth promised (to Ihcb) is 15Gbps

Milestone

* 2023-06 Computing and storage resources was ready for LHCb Tierl @IHEP
* 2023-06 CSTNET deployed a new 100G link between China and Eur.

* 2023-08 IHEP upgraded the connection to CSTNET from 4X10G to 2X100G

* 2023-12 LHCOPN for LHCb T1@IHEP was online

* 2024-03 Servers and network of LZU-LHCb Tier2 was preliminarily ready

* 2023-04 The results of LHCb data challenge was good
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Two bandwidth tests has been finished

 Testl in LHCONE
* Bandwidth 80G
* Real data transfer test(based on JUNO data)
between IHEP,IN2P3,CNAF,JINR
*  Max =50.9Gbps

* Test2 in LHCOPN for LHCb T1
* Bandwidth 20G
* |perf3 test between CERN and IHEP
* Stable more than 20Gbps, Max=31Gbps

¢ MTU=1500
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First data challenge has been done
* 189TB data was transferred into IHEP Site in ~2 days
* LHCb system: Average transfer speed is about 1.55GB/s (Max is 1.98GB/s),
Transfer efficiency is close to 100%
* Network moni-t: Average transfer speed is about 15Gb/s (Max is 21.7Gb/s)

1GB/s
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Physics Link between
CSTNET and GEANT Between CSTNET and Singapore Between CSTNET and Singapore

Link bandwidth:100G Link bandwidth:10G

available bandwidth: > 60Gb/s available bandwidth: > 10Gb/s

Between Singapore and Marseilles(IC1) Between Singapore and London(CAE-1)
Link bandwidth:100G Link bandwidth:100G
available bandwidth: > 60Gb/s available bandwidth: > 60Gb/s
Between Marseilles and Geneva Between London and Geneva

Link bandwidth:200G Link bandwidth:400G

available bandwidth: > 60Gb/s available bandwidth: > 130Gb/s
Link of 100G >60G 100G
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From CSTNET-Beijing to Geneva
* Bandwidth of LHCOPN@IHEP is ensured 20Gbps by

traffic policy GuoJi-Singapore

traffic policy undo share-mode

classifier LHCOPN-ip behavior Permit precedence 10

classifier all-ip behavior 80G precedence 100
#

traffic behavior 80G

From Geneva to CSTN ET—Beijing s cir 80000000 cbs 1250000000 green!pass red d;’.suzd
* GEANT ensures available bandwidth is enough
* CSTNET ensures available bandwidth is enough

CSTNET
Limit Others <= 80Gbps
Bandwidth Reservation =20Gbps

o N\
N &
,9?/&\ O\@x \50(\
@’b‘ O o(\qo
e
o QO Q CAE-1 o‘° &%
N » b‘o Qf) O Q/\\}
& & & N4 & .
RS é primary
g\(\Qo (f)\é standy




Y BHEHD % BHMEH . .
naeorii e onss Comparison of traffic charts between CSTNET and IHEP

Chinese Academy of Sciences

AW EL

CSTNET 100G link

IHEP 100G link

IHEP WLCG traffic is the main traffic of the CSTNET-GEANT 100G link
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Current Status

* Network e
IHEP .
* 2G dedicated link to IHEP o
2G
* Data center network was deployed last month
_
* The storage and computing resources Lanzhou Univ. DNS
* Server is ready B v
* The WLCG system is deploying now Hont .

* Domain name resolution is provided by LZU’s DNS server
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e LHCOPN for LHCb T1@IHEP was online

* Deliciated network and bandwidth >20Gbps was ensured
* The result of data challenge was good

* Thank to CSTNET, GEANT and CERN

 LHCb Tierl is ready for production and Tier2 will be completed soon
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Thank you

questions?

CUIl Tao
cuit@ihep.ac.cn



