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System requirements:
● As small and effective as possible;
● For store archive data;
● For a backup service;
● Seamlessly integrated with an existing 
computing cluster for group based access 
pattern;
● Without any limits in size and features if 
needed in the future.   
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System architecture:
● Three nodes cluster -
 Head + tape&disk nodes;

● Modular expandable library;
● Generic purpose network;
● External IPA for AA;
● Cluster and clients
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Hardware overview (12U):
● Main storage -
 HPE MSL6480 library with one module;
 79 LTO8 tapes + 1 cleaning;

  940TB (with compression in mind);
 two LTO8 SAS3 HH drives;

● Disk storage -
 6x12TB SATAIII per server 87.2TiB

  disks ~ 10% of tapes
● All nodes are the same: 2x4216(64Th) 96GB
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Hardware overview from inside:
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Software overview:
● Base operating system Ubuntu 20.04LTS 
standart setup;
● Separate docker container (CentOS7) for 
each service -
 head node: eos-mgm, eos-mq, cta-

frontend, eos-qdb, PostgreSQL, nfsd;
 tape&disk node: eos-fst, cta-gcd, cta-

taped, eos-qdb, cta-rmcd (on master)
● eos-fst on zfs z2 pool
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Software overview from inside:
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Installations tricks:
● All information to build containers has 
been taken from sources or from the 
official docs;
● Based on images creation -
 runs on base image;

  make modifictaions inside container;
  save image as a service base image;
  use a service base image to run service.
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Installations tricks: container images 
hierarchy
● Centos:7 was used;
● CTA rpms were 
built;
● Ctageneric with
version lock as a 
prototipe for all
others;
● Each container is one service systemd
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Installations tricks
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Installations wish list (maybe some 
already addressed):
● Would be better to be a container 
friendly (no file to stdout redirect);
● Allow to use only config files without 
env variables;
● Restrict as much as possible privileges 
and avoid their excalations;
● One rmcd daemon per tape library;
● Allow to use tape drive with disks (one 
node transfer optimisations)
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System usage from cluster:
● For backup and archiving we use direct 
eos and xrootd commands (tried webdav 
to put files but there is no use case in our 
setup);
● Store files as long as possible on disks;
● Authorisation group based so in EOS 
there is a role for each tapeops group;
● To prepare archives we use 4G tar files;
● CEPH – ZFS – LTO8 all of the use similar 
comression LZ4-LZ4-LZS very convinient
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System usage from inside:
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Needs to be done:
● Upgrade to the “latest greatest”
 AL9

  EOS5
  CTA5
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Thank you!

Questions?
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