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[CERN LHC] 
Higgs, origin of 
mass of 
subatomic 
particles ('13)

[EHT, KVN] 
Capturing 

images of Black 
holes, M87 (’19)

[LIGO] 
Observation of 
gravitational 
waves (’17)

[Hi-Luminosity 
LHC] High 
Energy Physics

[KSTAR, ITER] 
Fusion Energy

[SKA] breaking 
new ground in a
stronomical obs
ervations[DNA/Genome 

Data] 
Bio/Genome, 
Investigational 

New 
Drug/Vaccine

[Comparing 
Intercontinental 
Optical Clock] 
Redefining time(s)

Big science, Data Intensive Science, Interdisciplinary research
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KREONET/KREONet2 (AS1237/ AS17579)

- KREONET (Korea Research Environment Open Network)
- Korea’s National Science & Research Network, managed and operated by KISTI since 1988
- Advanced Research Network in “Utilization and Promotion of National Supercomputing” Act 
(implemented in 2011 in Korea)

- First 600Gbps wavelength national-wide optical backbone in Asia
- 100Gbps/400Gbps national-wide backbone with 18 Domestic Regional GigaPoPs and           
6 International GigaPoPs
- About 200 connected R&E organizations : National Research Institute and Lab, 
University, University Hospital, Research Institute of Company, library, Public Sector etc.

- 365*24 NOC (Network Operation Center) Service
- Directly linking domestic internet exchanges (KT, LG-U+, Sejoing Telecom) and international internet 
exchanges (GIX/Seoul, Cogent/Seattle, AMS-IX/Amsterdam, HK-IX) 

- Directly connected to network of public clouds (Google, Amazon, Microsoft)
- L1 Lightpath, L2 VPN, L3 R&E IP service, Science DMZ
- ID Federation, Korea Access Federation (KAFE), a member of eduGAIN

NDeX (National Data eXchange) 



Ciena 6500-14/6154 
600Gbps Wavelength
6Tbps Total Capacity



6

Cable 

Sejong

Incheon

Suwon

Cheonan

Chuncheon

Daegu

Pyungchnag

Gangrueng

Ochang

Busan

Jeonju

Gangju

Jeju

Ulsan

Pohang

Changwon

Seoul

Daejeon

Gyeonggi
1.2T

(600G*2λ)

Gangwon
1.2T

(600G*2λ)

Jeonla
1.2T

(600G*2λ)

Gyeongsang
1.2T

(600G*2λ)

Seoul-
Daejoen

1.2T
(600G*2λ)

Primary path

Distance
Bandwidth

Seoul-Daejeon

ROADM

PTN PTN

ROADM

ROADM Ciena AF6500-14 PTN Ciena 5164

• POTN/ROADM/CE
• Wavelength : 

42ch 800G support
• WaveLogic 5e MOTR :

- 95Gbaud
- 112.5Ghz spacing

- NNI(600G)
- UNI(400G or 100G)  

• MPLS-TP
• Segment Routing
• 200GbE(QSFP54)
• 100GbE(QSFP28)
• 1/10/25GbE(SFP)
• (CE) E-LINE, E-LAN, E-

TREE

Backup path
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• Cisco NCS5504/57C3
• 100/400GE L2 Interface
• SR-MPLS, SR-TE, TI-LFR
• L2/L3 VPN
• Network Automation with NSO   
(Network Service Orchestrator)



AAE1

APG

APCN2

FA1(North)NCP

TPE

APCN2

Ciena 6500-14, Cisco NCS5504/57C3



AAE1

APG

APCN2

FA1(North)NCP

TPE

APCN2

Ciena 6500-14, Cisco NCS5504/57C3
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SCinet Spirit of Innovation Award Recognizes 17 Contributors’ Role 
in Supporting International Science Activities for SC22

“The winners of the 2022 SCinet Spirit of Innovation 
Award have embraced the spirit of collaboration and 
cooperation that showcases the best there is to offer in 
demonstrating, implementing, and operating leading-edge 
solutions to challenging problems,” said Matt Zekauskas, 
SCinet Chair. “This collaboration is truly special to SCinet, 
and we are all encouraged by and appreciative of their 
efforts to showcase partnership and innovation.”
…
AARNet, APONET, ARENA-PAC, CENIC, Ciena, Cisco, 
HARNET, Internet2, KISTI, NICT, NII, Pacific Northwest 
Gigapop, REANNZ, SingAREN, TransPAC, University of 
Hawaii, and Verizon were recognized at a private 
ceremony on Monday, November 14.



NDeX

13
PAL-XFEL

Korean VLBI Network (KVN)

TEM

Global Science  Data Hub 
Center (GSDC)

Bio Data Hub AI Big Data Hub

Nano/material Data Hub

Public/Private Cloud Network

Commercial Internet Exchange

National Supercomputing Network

KREONET

Global Science Network (Hub)

3. Trust-based access and control 
mechanism for Data exchange

1. High Performance (non-blocking) 
Optical/Packet Switching Fabric 2. Software Data eXchange(SDX)

4. High-precision Operation and 
Management of Data exchange

Data Dam Network

The first NREN Open eXchange in Korea, co-located 
with cloud datacenter (KT/KT Cloud) nearby the largest 
submarine cable landing station (CLS) in Busan city
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• Opened in July, 2023
• Free backhaul connection 
between NDeX and CLS

’23 NDeX-Busan

’24 NDeX-Seoul

’25 NDeX-Daejeon

KREONET

Other NRENs

DTN/
perfsonar

Remote 
Console

Edge 
Service

NDeX O/S

NDeX
(Seoul, Dejeon)

NDeXS/R 1 SDX SWNDeXS/R 2

Cloud Provider

Supercomputing
Network

KREONet2

Data Network





https://twiki.cern.ch/twiki/bin/view/LHCOPN/OverallNetworkMaps

Numbers
- 17 sites for 15 
Tier1s + 1 Tier0
- From 20Gbps to 
400Gbps
- 14 countries in 
3 continents
- 2.66 Tbps to 
the Tier0
- CN-IHEP and 
NDFG-LHEP last 
connected
- TW-ASGC has 
left

Edoardo Martelli, “LHCOPN update”, LHCOPN/LHCONE meeting #52, 10th April 2024
1616

https://twiki.cern.ch/twiki/bin/view/LHCOPN/OverallNetworkMaps


LHCOPN Traffic – last 12 months

Ref: https://monit-grafana-open.cern.ch/d/HreVOyc7z/all-lhcopn-traffic?orgId=16

Numbers:
Moved ~619 PB i
n the last 12 mon
ths

+27% compared t
o previous year (4
88PB)

Peak at ~800Gbp
s (during DC24)

1717

https://monit-grafana-open.cern.ch/d/HreVOyc7z/all-lhcopn-traffic?orgId=16
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KREONET

100G100G

100G

10G

10G

10G

LHCOPN
(WLCG Tier0-Tier1 Private Network)

CERN

100G

GLORIAD

20G

200G

평균 100Gbps 이상

LHCONE MAP
CERN Large Hadron Collider High-Luminosity LHC

HEP: High Energy Physics

LHCONE
(Large Hadron Collider Open Network Environment)

1919



KREONet2 
LHCONE

CERN-LHCONE
AS20641

SURFNet-
LHCONE
AS1103

GEANT-
LHCONE
AS20965

CERN-LHCONE
AS20641

KIAE-LHCONE
AS20784

JGN-X-
LHCONE
AS17934

TEIN-
LHCONE
AS24489

INTERNET2-
LHCONE
AS17934

ESNET-
LHCONE
AS293

INTERNET2-
LHCONE
AS17934

Netherlight
(100G)

Starlight
(100G)

Pacific 
Wave
(100G)

HKIX
(100G)

Daejeon

Singapore

Amsterdam

Chicago

100G

100G

100G

100G 100G

100G

100G

100G

10G

Hong Kong
Seattle

GSDC/KISTI
(WLCG Alice 

Tier1 site)

100G

2020





Korean Access Federation, https://www.kafe.or.kr

Korea ID federation to manage trusted ID networking 
infrastructure of academic, research and industry in Korea

Federated access to create a more trustworthy R&E environment for seamless collaboration

Legacy Access
Non-standard individual ID login 
for individual external services

Access based-on ID Federation
Standard-based integrated login, 

single sign-on 22



KAFE Members

KAFE Federated Services
 - KREONET Webinar, Globus, Portal
 - KISTI SuperCom Cloud Service 

(KiCloud KAIROS)
 - KISTI AI platform (AIDA), DataOn,

ScienceOn
 - IEEExplore, etc (E-journal)
- CERN, LIGO, OpenAIRE, …

78 Domestic members
(SNU, KAIST, etc)

2,510

Inter-federated members
(CERN, CILogon, etc)

# of KREONET Webinar users 23



2424

Secure, path-aware, multipath networking

KREONET/KISTI-SCIONLAB/ETH Zurich : Secure Backbone AS (BGP hijack  resilience), Low Latency Networking, CO2-Oriented Path Selection



25

KREONET N-S-C Orchestrator

Kubernetes: 
Storage & Computing Resources

Virtual Dedicated Network:
Networking Resources

Globus Online:
Research Data Management

Distributed User Sites
Edge Networks

Physical & Virtual Service 
Resource Provisioning on demand

E2E High Performance Virtual Network Embedding

Wide-area SDN Infrastructure

Big Data Transfer,
Sharing, Publication,
and Discovery
via Software-as-a-Service



26

1) k8s oriented Storage & Computing Resource Management Module
◦ Container-based Computing and Storage Resource Management System using Kubernetes Cluster and Ceph Storage
◦ Easy and Integrated Log-in Facility based on KAFE (Korea Access Federation) - ID Federation Capability
◦ Private Image Repository Configurations using Open-source Software (e.g., Harbor)

26
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2) VDN Management Module for Network Slicing w/ Computing and Storage Resources

◦ Virtual Dedicated Network Management System which interacts with Computing and Storage Resources
◦ Container (k8s) Auto-Selection and Provisioning based on VDN-CNI and Location-oriented Algorithms
◦ VDN Create, Update, and Delete Operations for Administrators
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3) Monitoring & Visualization Module
◦ Individual Resource (Compute, Memory, Disk, etc.) Monitoring System coupled with k8s using Prometheus and Grafana 
◦ System Log (Warnings and Errors) Collection System using Fluentd and ELK (Elasticsearch, Logstash, Kibana), etc.
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Objectives: 
• Integrate the KISTI P4 switch into the global RARE network 
• Provide a P4 routing platform and a global testbed for experimentation and testing of solutions to address issues 
in the R&E landscape 

• Improve visibility of control plane metrics by allowing quick creation of instances from the NMaaS platform
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<Network Partners>

<DTN Partners>

Objectives: 
• A competition that is run once every 2 years and it aims to bring together experts from industry and academia 

in a bid to test their software and solutions for transferring huge amounts of research data. 
• Optimising point-to-point data transfers between sites 
• Showcase challengers by having them compete in deploying the best software tools on Data Transfer Nodes 

(DTNs) that are set up within current international Research and Education Networks across the globe.
• To bring together a community of experts in DTN deployments and operations
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q QKD system for 
KREONET

∙ Enhancing the security of 
KREONET through 
preemptive action against 
quantum computers
∙ QKD system for backbone 
network
- Long-distance QKD system 

development
∙ QKD system for access 

network
- Multiplexable QKD system 

with reasonably sized 
receiving end

∙ Networkization of QKD 
system
- Reduction of cost, 

complexity, and operational 
difficulty of QKD system 

Q-IPSec#2

Q-TLS#1

QDS#1

Q-IPSec#1

Q-IPSec#3

QDS#3

QDS#2

Q-IPSec#5

Q-TLS#3

QDS#5

Q-IPSec#4

Q-TLS#2

QDS#4
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EAVN

KREONet2

Yonsei Astronomy Observatory 
@Seoul 

Seoul

Jeju

Daejeon

Sejong

Korea-Japan
Correlation 

Center (KJCC)
@Daejeon

Tamna Astronomy Observatory
@ Jeju

Ulsan Astronomy Observatory 
@Ulsan

100G

100G
(400G)

100G

100G

100G

Ulsan

VLBI antenna 
@ Sejong Space Geodetic Observation Center

10G

@East Asia

@Europe

@Australia

AARNET
@Australia

JIVE

KVN (Korea VLBI Network)

Pyeongchang Astronomy Observatory 
@Pyeongchang

100G

Pyeongchang

100G

100G

100G

Hydrogen 
Maser

Optical Clock

Time Synchronization
using frequency transfer 

over fiber

OSTT OSTT

VLBI : Very Long Baseline Interferometry

NEW
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100G 100G

5GB Data per Shot

avg: 9.2Gbps

avg: 3.8Gbps
avg: 6Gbps

avg: 4.6Gbps

Avg: 0.1Gbps

avg: 0.4Gbps

ScienceDMZ Architecture

KSTAR: Korea Superconducting Tokamak Advanced Research
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“Never measure anything but frequency!”
-- Arthur Schawlow

(1981 Nobel prize in Physics)

Old SI New SI

1950 1960 1970 1980 1990 2000 2010 2020 2030
10-18

10-17

10-16

10-15

10-14

10-13

10-12

10-11

10-10

10-9

10-8

10-7

 Cs clock
 Optical clockFr

ac
tio

na
l f

re
qu

en
cy

 u
nc

er
ta

in
ty

Year

!""# $

!〈#$% & #'#( % & #) *

!# $

!"# $

!$
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Yb Optical clock

KRISS

KISTI

KASI

SGOC
(Sejong)

INRIM

INAF

CTR

CTR : Compact Triple-band Receiver (K,Q, W band)

CTR

𝒖 "𝒇𝐘𝐛𝐊𝐑𝐈𝐒𝐒 𝒇𝐘𝐛𝐈𝐍𝐑𝐈𝐌 ≈10-17 or below

KOREA ITALY
Optical 
clock

Yb, running Yb/Sr, 
running

Fiber link KRISS – KISTI 
– KVN (except 
Jeju) 

INRIM –
Medicina

Transferred 
frequency

RF (OSTT, 
PikTime)
CW laser
f-comb @ 
Sejong or KVN

CW laser
f-comb @ 
Medicina

VLBI 22/43/86 GHz
@ Sejong
22/43/86 GHz 
@ KVN

22/43/86 
GHz @ 
Medicina
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Standard Frequency
Generator

CTR CTR

Standard Frequency
Generator

Correlator

Optical Clock Optical Comb

GPS satelite

Source (Star)KOREA

ITALY

Standard Frequency
Generator

CTR

ICRF3 :The 3rd realization      
of the International Celestial  

Reference Frame
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KREONET, the national science and research network of Korea
- world-class national science and research network backbone
- Collaborate with global research network for enhancing reliability of global network and demonstrating 

new network technology and service
- Develop advanced network and application service that meets user requirements of the big Science

LHCOPN & LHCONE
- LHCOPN, dedicate network to transport of WLCG traffic between the Tier 0 and the Tier 1

- Upgraded to 100G/400G and more
- LHCONE, L3VPN, private network to provide a collection of access locations, LHC T1/2/3 sites

- Scientific Network Tags (Scitags) is an initiative promoting identification of the science domains and 
their high-level activities at the network level

- ”multiONE” with BGP communities, Each site joins only the VPNs of the groups it is collaborating 
with (e.g. ATLAS-ONE, CMS-ONE, DUNE-ONE, BelleII-ONE...)

- KREONET LHCONE allows transit, if requested
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