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KISTI has served a national supercomputing center of S. Korea, providing both high performance 

computing and storage resources to Korean researchers and engineers since 1988.

Starting with Cray-2S, Korea’s first supercomputer, HPC system have been continuously upgraded 

on the regular basis. Currently, we are operating our 5th supercomputer - NURION

NURION was ranked at the 11th in Top500 (2018.11) and its rank now declined to 61th (2023.11). 



https://www.ksc.re.kr/VRview

Click to view NURION

1CPU
(68cores)

1Node
(1CPU)

KNL: 
116Racks (8,305Nodes)

1CPU
(20Cores)

1Node
(2CPUs)

SKL: 
4Racks (132Nodes)

In Dec. 2018 NURION system started to put in production. 

It provides 25.7 PFlops computing power, 33.88 PB storage capacity with 12.3 GB/s interconnect network 

bandwidth  

128 Racks of Computing Components

8 rows, with 16 Cabinets in each

8,305 KNL Compute Nodes 

132 Xeon Skylake CPU Nodes 

12 Racks of DDN Storage 

20 PB of Scratch Storage

1 PB of Home and App Storage 

0.8 PB Burst Buffer 

TS-4500 Tape Library 

10PB / 1,700 Media  

Interconnection Network 

Intel Omni-Path Architecture (100Gbps) 

https://www.ksc.re.kr/VRview


One of the Largest (KNL/OPA based) Off-the-shelf Cluster System in 2018 

Rpeak 25.7PFlops, Rmax 13.9PFlops

Manycore CPU (KNL)
& Commodity Server 

CPUs
↓

(KISTI-6)
HPC GPUs 

& Commodity Server 
CPUs



OPA@12.3GB/s, Fat-Tree, 50% Blocking 
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Dragonfly(+) Topology,
Slingshot, IB NDR 



Compute Nodes

Burst Buffer

40x IME240 

800GB/s, 800TB Raw

Scratch
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Home & Apps
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↓
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(SSD + SATA)



• 20MW dedicated dual power lines from 2 different power substations to KISTI facility

• 11.4MW UPS for at least 20 minutes of backup power for computing/storage system

• 5MVA diesel power generators for cooling and power distribution units during power outages

• Chilled water-cooled systems with rear doors

• PUE(Power Usage Effectiveness) reduced from 1.58 (KISTI-4) to 1.34 (KISTI-5) by applying 

economizer(water side), free cooling chiller, and dynamic power management of chillers 

depending on system load
UPS for whole system 

↓
(KISTI-6)

UPS only for 
storage

Indirect water 
Cooling &
(PUE 1.3)

↓
(KISTI-6)

Direct water 
Cooling
(PUE 1.1)
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Scalability 
for 

8400 diskless
off-the-shelf   
Linux Cluster

System

Specification Products

Cluster Manager

(Provisioing, Mgmt, OpenStack)
Bright Computing

Operating System CentOS

Workload Manager PBS Pro

Compilers Intel, Cray PE, GNU

MPI Libraries Intel MPI, Open MPI, MVAPICH2

Interconnect Software Intel OPA

Parallel File System Lustre

Burst Buffer IME

Debugger Allinea DDT

Profiler CrayPat, Intel Vtune

User Account Management LDAP

Commercial Software ABAQUS,  ANSYS, Gaussian

User Development Environment Module, Conda, Docker/Singularity, MyKSC

• For speed-up of provisioning OSes into diskless compute nodes, 132 Skylake nodes are configured as relay 

servers used in rebooting on periodic maintenance window

• The ethernet network of the whole system is split into 16 VLANs to avoid MAC flooding due to the limit of the 

MAC entries of ethernet switches

• The delay of start-up and run time of MPI jobs due to PBS integration with MPI has been enhanced over time
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To provide users with easy and secure access to a range of development tools and services for HPC and 

ML/DL, Big data analysis

Supports Web terminal (WeTTY), Data Management (File Run), Jupyter Lab, RStudio, VS code, Remote 

Desktop (VNC), Batch Job Launch & Management(PBS/Slurm) 

SSO (Single-Sign On), Load Balancer, Secure Ingress Gateway, and Kubernetes  

Nurion

Neuron

Load balancer

Secure Ingress 
Gateway

Load balancer

Secure Ingress 
Gateway

❖ MyKSC’s beta service was available from 2022.12 to 2023.02. 
❖ MyKSC’s public production service began on 2023.03.06. 
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Open call based User Support Program, ‘R&D innovation Support Projects’ (Free of Charge,  90% of Resources)

Annual Subscription based paid support Program (Pre-paid, Production-cost level price policy, 10% of Resources) 

• Researchers or institutions need Resources without going through expert evaluation to protect core research contents or corporate te
chnology

• Researchers or institutions want to use computational resources exclusively for a certain period of time for the nature of their researc
h such as mission-critical applications



Average availability 99.4%, average usage rate 74% (As of 2019.01~ 2023.12)

From Dec. 2018 up to now 11 million user jobs have executed  

usage availability
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Average availability 99.4%

Average usage 74%



• +300M node-hours provided and +11M user jobs have run from Dec 2018 to now.

• Average job size of all user jobs in 2019 is 631CPU cores(arithmetic average), 699(jobs’     

wall-time weighted average) and 34,313(jobs’ CPUs x wall-time weighted average)

User job distribution categorized by user job size (2019)



189 institutions and 4,641 users nationwide have used KISTI-5 and Neuron in 2022

Supported HPC resources and services to various institutions such as universities, research institutes, 

industries, and government agencies nationwide.  

189 institutions 4,641 users 4,641 users
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By setting the CPU:GPU number ratio to 1:2, the performance target 

and sufficient number of CPUs are secured and ensure compatibility of 

existing user code.

Estimation of storage capacity for large-scale HPC and AI (+200PB)

Ensure balanced performance of compute and storage networks and 

reflect the latest interconnect roadmap (Dragonfly(+) or Fat-tree, 

400Gbps, 2 Ports per node)

Reduce construction period and cost by Utilizing the existing facilities

’22.09 ’22.12 ’23.03 ’24.10 ’24.11

RFI RFP

’23.03~06

Tender
Notice

’23.07

Tender & 
Award

’23.09

System 
Contract Beta Service Product Service 

Delayed

Preliminary Feasibility Study

Closed circuit cooling towers will be mainly used for heat-exchange 

instead of chillers   



System Diagram 



Providing infrastructure for the development of 
source technologies such as Quantum, Bio, 

Semiconductor, AI, etc.

Classification Research Topics

Bio AI-based high-speed large-scale genomic analysis

Auto Driving
Accident-prone area safety driving control model and 

autonomous driving model in complex environments 

ICT & AI NLP, Vision, Multi-modal

Weather/

Climate

Improvement of GPU-based weather/climate models 

and parameterization of clouds

Manufacturing
large-scale CFD analysis and multi-objective, multi-

disciplinary transient optimal design
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