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Talk Out line

�The organisat ion and m ission of EDG/ WP8

�Overview of the evolut ion of the EDG Applicat ions Testbed 2002-3

�Overview of the Task Force act ivit ies with HEP experiments and 
their accomplishments

�Use case analysis mapping HEPCAL to EDG

�Main lessons learned and recommendat ions for future projects

�A forward look to EDG release 2 and co-working EDG/ LCG
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EDG Structure

�Three applicat ion groups:

� HEP (WP8)

� Earth observat ion

� Biom edical

�Testbed operat ion

�Six m iddleware work areas:

� Job subm ission/ cont rol

� Data m anagem ent

� I nform at ion and m onitoring

� Fabric m anagem ent

� Mass Storage

� Networking
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Mission and Organisat ion  of W P8

�To capture the requirem ents of the experim ents, to assist  in interfacing 
experim ent  software to EDG m iddleware, to evaluate funct ionality and 
perform ance, and give feedback to m iddleware developers and report  to 
the EU

� Also involved in generic test ing, architecture, educat ion etc.

� 5 ‘Loose Cannons’ … full t im e people helping all experim ents (were key 
m em bers of the Task Forces for ATLAS and CMS)

� 2-3 representat ives from  each experim ent

� ALI CE, ATLAS, CMS, LHCb

� BaBar, D0  ( since Sep 2 0 0 2 )

�Most  recent  report  ‘Evaluat ion of Datagrid Applicat ion Testbed during 
Project  Year 2’ available now

� This talk summarises the key points of the report
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The EDG Applicat ions Testbed

�The testbed has been running cont inuously since Novem ber 2001

�Five core sites:  CERN, CNAF, Lyon, NI KHEF, RAL

� Now  grow ing rapidly: current ly around 1 5  sites, 9 0 0  CPUs, 1 0  Tb of disk  
in Storage Elem ents ( plus local storage) . Also Mass Storage System s at  
CERN, Lyon, RAL and SARA.

�Key dates:

� Feb 2 0 0 2 , release 1 .1  w ith basic funct ionality

� April 2 0 0 2 , release 1 .2 : f irst  product ion release, used for  ATLAS tests in 
August

� Nov 2 0 0 2  - Feb 2 0 0 3 , release 1 .3 / 1 .4 : bug fixes incorporat ing a  new  
Globus version, stability m uch im proved. Used for  CMS st ress test , and 
recent ly ALI CE and LHCb product ion tests.

� May 2 0 0 3 , release 2 .0  expected w ith m ajor  new  funct ionality, m erge 
w ith LCG
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Middlew are in Testbed 1

�Basic Globus services: GridFTP, MDS, Replica Catalog, job manager

�Job subm ission: subm it  a job script  to a Resource Broker which 
dispatches the job to a suitable site, using matchmaking 
informat ion published in MDS. Uses Condor-G.

�Data management : tools to copy files with GridFTP and register 
them in the Replica Catalogs. I nterfaced with the job subm ission 
tools to allow jobs to be steered to sites with access to their input  
files.

�Fabric management : LCFG system allows automated configurat ion 
and update of Grid clusters.

�VO management : LDAP servers define VO membership, users are 
mapped to anonymous VO-based “pool accounts” .
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Resum e of experim ent  DC use of EDG- see 
experim ent  ta lks e lsew here at  CHEP
� ATLAS w er e f i r st , in  Au g u st  2 0 0 2 .

Th e a im  w as t o  r ep eat  p ar t  o f  t h e 
Dat a  Ch a l len g e. Fou n d   ser iou s 
p r ob lem s w h ich  w er e f ix ed  in  1 .3

� CMS st r ess t est  p r od u ct ion  Nov - Dec 
2 0 0 2  – f ou n d  m or e p r ob lem s in  
ar ea  o f  j ob  su b m ission  an d  RC 
h an d l in g  – led  t o  1 .4 .x

� ALICE started on Mar 4: production of 
5,000 central Pb-Pb events - 9 TB; 40,000 
output files; 120k CPU hours

� Progressing with similar patterns of 
success/failure to CMS

� About 5% done by Mar 14

� LHCb started mid Feb

� ~70K events for physics

� Like ALICE, using a pull architecture

� BaBar/D0

� Have so far done small scale tests

� Larger scale planned with EDG 2
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Use Case Analysis

�EDG release 1.4 has been evaluated against  the HEPCAL Use Cases

�Of the 43 Use Cases:

� 6 are fully implem ented

� 12 are largely sat isfied, but  with som e rest r ict ions or com plicat ions

� 9 are part ially im plem ented, but  have significant  m issing features

� 16 are not  im plem ented

�Missing funct ionality is mainly in:

� Virtual data (not  considered by EDG)

� Authorisat ion, job cont rol and opt im isat ion (expected for release 2)

� Metadata catalogues (som e support  from  m iddleware, needs discussion 
between experim ents and developers about  usage)
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Lessons Learnt  - General

�Many problems and lim itat ions found, but  also a lot  of progress. We 
have a very good relat ionship with the m iddleware and testbed 
groups.

�Having real users on an operat ing testbed on a fair ly large scale is 
vital – many problems emerged which had not  been seen in local 
test ing.

�Problems with configurat ion are at  least  as important  as bugs -
integrat ing the m iddleware into a working system takes longer than 
writ ing it !

�Grids need different  ways of thinking by users and system 
managers. A job must  run anywhere it  lands. Sites are not  uniform  
so  jobs should make as few demands as possible.
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Job Subm ission

�Lim itat ions with the versions of Globus and Condor-G used:

� 512 concurrent  jobs / Resource Broker

� Max subm ission rates of 1000 jobs/ hr

� Max 20 concurrent  users

�Worked with mult iple brokers and within rate lim its

�Can be very sensit ive to poor or incorrect  informat ion from 
I nformat ion Providers, or propagat ion delays

� Resource discovery may not  work 

� Resource ranking algorithm s are error prone

� Black holes – “all j obs go to xxx”

�The job subm ission chain is complex and fragile

�Single jobs only, no split t ing, DAGs or checkpoint ing
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I nform at ion System s and Monitor ing

� I t  was not  possible to arr ive at  a stable, hierarchical, dynam ic
system based on MDS

� System  jamm ed up with increasing query rate and hence could not  give 
reliable inform at ion to clients such as RB

� Used workarounds (stat ic list  of sites, then a fixed database LDAP 
backend) . Works, but  not  really sat isfactory.

�Monitoring/ debugging informat ion is lim ited so far

�We need to develop a set  of monitor ing tools for all system aspects
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Data Managem ent

�Replica Catalog

� Jam m ed with m any concurrent   accesses

� With long file nam es (~ 100-200 bytes)  there was a pract ical lim it  of 
~ 2000 ent r ies

� Hard to use m ore than one catalogue in the current  system

� No consistency checking against  disk content

� Single point  of failure

�Replica Management

� Copying was error prone with long (1-2 Gb)  files (~ 90%  efficiency)

� Fault  tolerance is im portant :  error condit ions should leave things in a 
consistent  state
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Use of Mass Storage ( CASTOR, HPSS)

�EDG uses GridFTP for file replicat ion, CASTOR and HPSS use RFI O

� I nterim  solut ion:

� Disk file names have a stat ic m apping to the MSS

� Replica Managem ent  com m ands can stage files to and from  MSS

� No disk space m anagem ent

�Good enough for now, but  a bet ter long- term  solut ion is needed

� The EDG MSS solut ion (Storage Elem ent )  will be available in release 2
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Virtual Organisat ion ( VO)  Managem ent

�Current  system works fair ly well,  but  has many lim itat ions

�VO servers are a single point  of failure

�No authorisat ion/ account ing/ audit ing/ …

� EDG has no security work package!

�Experiments will also need to gain experience about  how a VO 
should be run
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User View  of the Testbed

�Site configurat ion is very com plex, there is usually one way to get  it  r ight  
and m any ways to be wrong!  LCFG is a big help in ensuring uniform  
configurat ion, but  can’t  be used at  all sites.

�Monitoring tools for testbed status are not  yet  adequate

�Debugging is hard, tools are needed

�Services should fail gracefully when they hit  resource lim its. The Grid m ust  
be robust  against  failures and m isconfigurat ion.

�Many HEP experim ents (and the EDG m iddleware at  the m om ent )  require 
outbound I P connect ivity from  worker nodes, but  m any farm s these days 
have “ I nternet  Free Zones” . Various solut ions are possible, discussion is 
needed.
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Other I ssues

�Documentat ion – EDG has thousands of pages of documentat ion, 
but  it  can be very hard to find what  you want

�Development  of user- fr iendly portals to services

� Several projects underway, but  no standard approach yet

�How do we dist r ibute the experiment  applicat ion software?

� I nteroperabilit y – is it  possible to use mult iple Grids operated by 
different  organisat ions?

�Scaling – can we make a working Grid with hundreds of sites?
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A Forw ard Look to EDG 2 / LCG

�Release 2 will have major new funct ionality:

� New Globus/ Condor releases via VDT, including Glue schem a
� Use of VDT +  GLUE is a major step forwards in US/ Europe inter-operability

� Resource Broker re-engineered for im proved stabilit y and throughput

� New R-GMA informat ion system  to replace MDS

� New Storage Elem ent  m anager

� New Replica Manager/ Opt im iser with a hierarchical Replica Catalogue

�From July 2003 the EDG Applicat ion Testbed will be synonymous 
with the LCG-1 prototype

�EDG/ WP8 are now working together with LCG in several areas –
requirements, test ing, interfacing experiments to LCG m iddleware
(EDG 2 +  VDT)
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Sum m ary &  Future W ork

�The past  year has seen major progress in the use by the 
experiments of EDG m iddleware for physics product ion on an 
expanding testbed - pioneering tests by ATLAS +  real product ion by 
CMS, and now ALI CE and LHCb

�We also have st rong interest  from  running experiments (BaBar  and 
D0)

�We have had excellent  working relat ions with the Testbed and 
Middleware groups in EDG, and this is cont inuing into LCG

�We foresee intense test ing of the LCG m iddleware combining efforts 
from LCG, EDG and the experiments, and also in user support  and 
educat ion act ivit ies
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