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CERN

LCG Introduction

� Access to files is required by worker nodes to avoid much 
cop ying  of p otentially larg e files.  ( e. g C M S  p ileup )

� I dentified in the G D B - W G 1  rep ort

� T his rep ort was mandated by the G D B  M eeting  of the 9 th

D ecember.

� W ritten document has been widely reviewed and needs 
more work to have a coherent written descrip tion.

� T he intent is to describe what we think is reasonable in 
terms of functionality and achievable in a short time frame 
( nex t 6  months)
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LCG Thanks ….

� Thanks to Michael Ernst and Don P etrav ick f or their w ork on creating  
the initial w orking  docu m ent and m any  interm ediate rev isions inclu ding  
the p ost- C H EP  m eeting . .

� Many  p eop le hav e ex tensiv ely  rev iew ed the w orking  docu m ent.  
� The STAG
� The GAG
� The L C G D ep l o y m en t  Tea m
� E D G- W P 5
� E D G- W P 2
� The c o n t r i b u t o r s  f r o m  C H E P

This is a su m m ary  of  the conclu sions re- cast into a dev elop m ent p lan f or L C G - 1

� F irst …  the lang u ag e … .
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LCG Terminology

� A service is a process that is running which responds to 
input f rom  a user interf ace or via a protocol  interaction 
with another process.

� An AP I  is a program m atic interf ace that can b e cal l ed f rom  
another program .

� A storage sy stem  ( S S )  is a com b ination of :
� Local disk storage

� M ass storage sy stem

� V ariou s serv ices

I  wil l  not tal k  ab out a storage el em ent
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LCG Terminology - 2

� A GUID is a globally unique identifier of a file (a bunch of 
num bers and letters) .

� A S UR L  is a sp ecification of a file that contains an access 
p oint sp ecification (host and p ort)  and a file p ath.

� Given a GUID the RLS will return an SURL

� T he ac c es s  p o int id entif ies  the SRM  s ervic e to  b e c o ntac ted .

� A S F N  is the file p ath p art of the S UR L  so is easily 
com p utable from  the S UR L

� A T UR L  is a sp ecification of a file that contains the 
p rotocol to be used,  the host and p ort to be accessed and 
the file p ath.

� Given a SF N  and  a p ro to c o l the SRM  will return a T URL
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LCG Terminology - 3

� Storage Resource Manager (SRM) is a service that provides
� A command set for manipulating files on an MSS

� A  L ocal  Repl ica C atal og (L RC ) is
� A serv ice th at prov ides G U I D -> SU R L  mapping

� T he Repl ica L ocation Service (RL S) is a col l ection of  services (L RC ,  
RL I  etc).  T he Repl ica Manager is a C l ient A P I  w hich uses these.

� A  Repl ica Manager (RM) is an A P I
� B ut h as a serv ice component in dev elopment.

� P ermits w ide-area location/ management of files.

� G ridF T P is an A P I  and a service that provides
� F ile copy ing across a w ide area

� A  F il e A ccess P rotocol  (F A P ) is
� A protocol for accessing files v ia a client-serv er mech anism
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The Functional View
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LCG What the Services Do

� Replica Manager
� Selects the best replica available using RLS, Replica O ptim isatio n

Services ( RO S)  as appro priate.
� C an arrange to  co py  to  the lo cal sto rage sy stem  if  no t lo cal but ho w  

w id e area f ile access be m anaged  f ro m  a po licy  po int o f  view  is to  be 
d iscussed .  M ay  use G rid F T P f o r this o r SRM C o py

� S RM
� Stages f iles to / f ro m  m ass sto rage.
� C heck s f ile space availability  ( w rite)

� d C ap,  rf io et c
� T ransf ers f iles to / f ro m   d isk  o n a sto rage sy stem

� T h e G rid  F ile A cces s  lib rary  o rch es t rat es  t h e int eract io ns  w it h  
t h es e s erv ices  t rans parent ly  t o  t h e applicat io n b u t  w ill need  t o b e 
d ev elo ped .

� T h e s erv ices  can all act  as  3 rd party proxies for wide area 
in terac tion s b u t th is wil l  req u ire addition al  dev el opm en t in  som e 
c ases.
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The Functional View
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LCG The Simple Read Case

� Example Reading a file from the storage system (starting with a G U I D )

GFAL RM
GUID

SRM

SURL

“ SRM Get”

“ Get TURL”

TURL

OPEN
FAP

MSS (if needed)

RM

GFAL

handle

APP
OPEN

handle
APP GFAL
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LCG The extended cases

� What if the file is not local but a replica exists elsewhere?
� RM services could copy the file locally (to the storage system or the 

w ork er n ode)

� What if the file is rem ote but on a rem ote M S S ?
� RM services could in teract w ith the remote S RM to stage in  the file 

b efore copyin g.

� S uppose I  d o not want to copy  the file but hav e d irect access?
� D irect access to the remote file may also b e techn ically possib le 

through the file access protocols.  B ut this a policy decision .

� What about writing  to the wid e area?
� A  policy decision .

� H ow d o we d eal with,  interpret L F N ’ s G U I D ’ s C ollections etc.
� N eed to w ork  on  these issues n ow

But initially the assumption will be that the files needed are already 
present and reg istered on the loc al storag e system
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LCG The simple write case

� Example Writing a file to the storage system

GFAL SRM
Space Reservation

RM

handle

Write/close

Register

Register

GUID

SRM

GFAL

FAP
open

APP
OPEN

APP
Write/close

APP
Status

GFAL

SURL
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LCG Some notes

� GridFTP s e rv ic e  is  a v a il a b l e  if  n e e de d b y  t h e  a p p l ic a t io n .

� Th e  m o de l  o f  c o p y in g  f il e s  t o  t h e  w o rk e r n o de  f o r re a d o r 
w rit in g  t o  t h e  w o rk e r n o de  a n d t h e n  c o p y in g  a w a y  is  s t il l  
p o s s ib l e .

� Th e  m o de l  o f  c o p y in g  a n d re g is t e rin g  t h e  f il e s  ( b e f o re  j o b  
e x e c u t io n )  is  s t il l  p o s s ib l e  u s in g  re p l ic a  m a n a g e r s e rv ic e s .

� Th e  re p l ic a  m a n a g e r im p l e m e n t a t io n  w il l  b l o c k  u n t il  t h e  f il e  
is  re c a l l e d f ro m  t h e  M S S .  A  m o re  c o m p l e x  a s y n c h ro n o u s  
m e c h a n is m  c a n  b e  e n v is a g e d b u t  w e  h a v e  t o  u n de rs t a n d h o w  
t h e  h ig h e r l e v e l s  w il l  t h e n  h a n dl e  t h is  c a s e .
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LCG What is needed?

� The Grid File Access Library
� Configurable to support a number of underlying access 
protocols.

� S ingle library deployable across all sites.

� The S t o rag e S erv ices
� S R M  interfaces to M S S  and D isk  P ools.

� E nstore,  Castor,  H P S S ,  A tlas D ata S tore( R A L )  all ex ist

� F ile A ccess P rotocol

� E ith er rfio or dCap (or both .. Others ?)

� G ri d F T P

� R ep l i c a  M a n a g er S erv i c es u n d er d ev el op m en t (sep tem ber) bu t 
A P I  v ersi on  i s a v a i l a bl e.
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LCG To be done

� Identify software development resource and complete a design 
and implementation for th e G F A L .

� Verify Capabilities of SRM implementations on Tier-1 ’ s

� Verify interfac e to Replic a Manag er 

� Verify th e interfac e to P O O L

� Verify th e interfac e to RO O T

� D oc u ment all flow s for file interac tions w ith  all c omponents

� T arget complete implementation 1 . 0  sh ould b e S eptemb er.  E arly 
version in J uly to demonstrate b asic read/ write capab ility.

� Simple loc al storag e system ac c ess ( need ed  files are pre-c opied ) .

� A ll interfac es to oth er pac k ag es d esig n c ompleted  ( Root,  P ool)

� U nderstand th e deployment issues.
� H ow  is th is pac k ag ed / c onfig u red


