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Tier1/A Exper ience from a Remote Site Tier1/A Exper ience from a Remote Site 
the BaBar casethe BaBar case

Dominique Boutigny
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Some Numbers on the BaBar Some Numbers on the BaBar 
Experiment (1)Experiment (1)

• BaBar is taking physics data since 
1999
– Recorded Lumi: ~130 fb-1

– ~128 Million bb pairs
– > 560 Million hadronic events

• 2 formats:
– Micro: ~7 kB/evt

• Suitable for standard 
analyses

– Mini: ~10 kB/evt (on top of 
Micro)

• For detector studies and 
detailed analyses

• MC simulation: 
– 3×××× # real data events



BaBar Expected Luminosity Increase
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Some Numbers (2)Some Numbers (2)

• Necessity to setup a computing model which is making the best possible 
use of the resources available throughout the collaboration 

• The Integrated luminosity is 
increasing faster than the Moore 
law up to 2006 

> 500 fb-1in 2006
⇒ BaBar computing cost is 

increasing with time

• Interesting fact: The Moore law 
wins after 2006

� This is nice as LHC computing will 
compete with BaBar at that time



The Distributed Computing ModelThe Distributed Computing Model

• Since 2001 BaBar is using a multi-Tier 
computing model similar to LHC ones
– Tier A are major centers providing 

analysis access to the whole 
collaboration.

• Tier A alone or all together have 
a copy of all the data (Micro + 
Mini)

• Each Tier A holds a significant 
fraction of the whole dataset

• Filtering on large or whole data 
sample is possible

– Tier B were foreseen in the initial 
model

• They have not been really 
implemented in BaBar

• Similar to UK centers having 
significant computing resources

– Tier C are small individual 
sites, they can copy a small 
fraction of the data from a 
Tier-A

• Local analyses

• N-tuple analyses
• The MC production is performed 

in ~23 sites (Tier A or C). 

– Produced events are sent back 
to SLAC and possibly re-
distributed to other Tier-A



Formal Aspects of the TierFormal Aspects of the Tier --A A 
modelmodel

• Each Tier -A is formally discussed 
within the collaboration

– MOU signed up by Tier -A/ 
country  and BaBar

– The Tier -A hardware 
contr ibutions are financially 
evaluated year ly

• Mechanism to deduce par t 
of the Tier -A value from 
the country's common 
fund contr ibution

• The Computing Steer ing Group is 
in charge to evaluate and control 
the Tier -A contr ibutions 

– Repor t to the International 
Finance Committee



The French TierThe French Tier--A in LyonA in Lyon
• CCIN2P3 (Lyon) has been the 

first Tier-A setup in  BaBar
– Providing accounts to every 

BaBar members ~150 
accounts created for non 
French BaBar members

– MOU foresees increased 
computing capacity up to 
2005

• CPU 
• Disk space  

• Very successful up to now

• Only Objectivity data are present 
up to now

• Will move to Root data as soon as 
the new format is in place

• Manpower

– 1 person dedicated to BaBar 
at CCIN2P3 � Crucial !

– +2 ×××× 0.5 FTE from BaBar 
physicists to run the Tier-A 

– More people were necessary 
to setup the system initially

Made the choice from the beginning not to become a clone of SLAC

It is important to be able to implement our own solutions in agreement and 
in good cooperation with the rest of BaBar



CPU (1)CPU (1)

• Up to 6200 jobs in queue

• Up to 440 jobs running in // mostly on Linux

• An average of 169 jobs running over 16 months

Number of BaBar jobs over 16 months

BaBar is sharing resources with other experiments:

453 dual CPU machines (mostly Linux + a few SUN ) � ~47000 SpecInt95



CPU (2)CPU (2)

Up to 0.7 M hours /month for  
Analysis

1 hour  on a 1GHz Linux box ≈≈≈≈ 8 
normalized hours

Up to 0.35 M hours / month for  MC 
production

Conferences !

Relatively small number  of very active 
users. Highly cor related to conference 
preparation

Typical user 's profile: Run very large 
production � skimming and /or  N-
tuple production for  an Analysis 
Working Group



BaBar Data SetBaBar Data Set

• CCIN2P3 is aiming at holding a complete copy of the data 
(Micro + Mini – Data + MC)
– Run 1+2 data complete (2000-2002)
– Large par t of Run 3 data (2003) almost complete

• Fully automatic system to transfer  BaBar  data between SLAC and IN2P3

• 2 dedicated servers at SLAC and 1 at in2p3 for  data transfer  (SUN 4-
processor  on Gbit LAN)

~135 TB of BaBar  
data in HPSS



Data DistributionData Distribution

Cron job

Objectivity Federations

Data Distribution

Book-keeping tool

Operation Book-
keeping Database

Catalog of files 
to be transfered

Extraction
job

200 GB chunk of 
data (~ 400 DB)

Network



NetworkNetwork

Lyon – CERN 
network usage

• Using 2 network connections in parallel (2××××622 Mbit/s)
• IN2P3 – RENATER – ESNET or  Internet 2
• IN2P3 – CERN – ESNET
• Allows load balancing between both links (data / MC for  instance)

I t is difficult to get more than 100 Mbit/s throughput with bbftp

But OK at the moment:

• Limited by HPSS speed to migrate data to MSS



HPSS UsageHPSS Usage

• BaBar is using HPSS in production @ Lyon � Very difficult to tune
• Data are stored in dedicated servers (13 ×××× Sun Solaris 4 CPU system + 2 TB disk 

cache) 
– Will add 5 new 4-CPU SUN-480 with 4 TB disk space on each server 
– Running AMS (Advanced Multi-threaded Server)
– If the data are not present on the server, they are automatically retrieved from 

HPSS 
• Transparent for the user
• Automatic server side or client side decompression
• Very positive experience � Allows to get very good performances even 

with a relatively small cache disk space

HPSS is also available for users to store large n-tuples



BaBar Gr idBaBar Gr id

• The BaBar Gr id is under 
development

• The main motivation is to develop 
a system where BaBar physicists 
don't need to take care:
– Where are the data

– Where are the CPU resources
• 2 main activities:

– Porting analysis on the Gr id

– MC Production
• We already have working 

prototypes
• Expects to star t gr id MC 

production beginning of 2004.

• CCIN2P3 is already an active 
member  of the EDG test-bed

• The whole batch system is 
accessible through the Gr id



Keys for  a SuccessKeys for  a Success

• Develop monitor ing tools for  all 
components
– Anticipate problems
– Scaling is always an issue

• Use reliable hardware
– This is an increased source of 

concerns
– A single network glitch (a DNS 

update for  instance) can result in 
~100 job crashes

– Future HEP software will have to 
be fault tolerant

• Do not tolerate any backlog in the data 
transfer  
– Sometimes difficult to achieve !

• Create accounts within 24 hours
– A new account request outside 

SLAC ~always correspond to a 
real and urgent need

• � Conferences

• Write and maintain easy star tup 
documentation

• Maintain communication with the 
Tier  0 (SLAC)

• Maintain communication with the 
users

• Allow minimum time to answer to a 
user 's problem



ConclusionsConclusions

• CCIN2P3 is now a crucial piece in the BaBar distributed computing model
– Analysis 

�Many top level analyses have been fully run at in2p3 
– MC Production

• Open to every BaBar user
• Very flexible
• A lot of competent people to help

• Have been pioneers in running HPSS in production for an HEP experiment

• 2 FTE are now running the Lyon Tier-A for BaBar

• GRID is coming into the game. It should be a tool to simplify the analysis
on a distributed system, not to complicate it !
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LCG Update on LCG for HEP_CCC

Foils prepared by Les Robertson

P resented by W olf g ang  v on Rü den

Use info from LHCC 

open session,       

24 September 2003



last update 02/10/2003 12:32

LCG Applications Area Projects

� Software Process and Infrastructure (SPI) (A . A i m a r )
� Librarian, QA, testing, developer tools, documentation, training, …

� Persi stency  F ram ework  (PO O L ) (D.Duellmann)
� Relational persistent data store

� Core Tools and Services (SEAL) ( P .M at o )
� F ou ndation and u tility  lib raries,  b asic  f ram ew ork  serv ic es,  ob j ec t 

dic tionary  and w h iteb oard,  m ath  lib raries
� P h y sicist  I nt erf ace (P I ) ( V .I nno c ent e)

� I nterf ac es and tools b y  w h ic h  ph y sic ists direc tly  u se th e 
sof tw are.  I nterac tiv e analy sis,  v isu aliz ation

� Sim u lat ion ( T .W enaus )
� G eneric  f ram ew ork ,  G eant4 ,  F L U K A  integ ration,  ph y sic s v alidation,  

g enerator serv ic es

� C lo s e r elat i o ns h i p  w i t h  - - ROOT ( R .B r un)
� ROOT I/O event store; analysis package

� Group currently working on distributed analysis req uirem ents  – wh ich  
will com plete the scope of the applications area
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LCG POOL Status

� First production release of the POOL object persistency 
system  m ade on tim e in J une
� Lev el 1  m ilestone of the LC G  project
� T he base functionality req uested by ex perim ents for 

the data challeng es in 2 0 0 4
� First ex perim ent integ ration m ilestones – m et at end J uly

- use of POOL in C M S  pre- challeng e sim ulation 
production

� C om pletion of first A T LA S  integ ration m ilestone 
scheduled for this m onth

� POOL is now  being  deployed on the LC G - 1  serv ice
� C lose collaboration org anised betw een POOL team  and 

ex perim ent integ rators

� T ak e- up by the ex perim ents now  beg inning
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LCG SEAL and PI

� Core Libraries and Services (SEAL) –
� l ibraries and t ool s,  basic f ram ew ork  services,  obj ect  

dict ionary ,  com p onent  inf rast ru ct u re
� im p l em ent ing  t h e new  com p onent  m odel  f ol l ow ing  t h e 

arch it ect u re bl u ep rint
� f acil it at es coh erence of  LCG  sof t w are (P O O L,  P I ) and 

int eg rat ion w it h  non-LCG  sof t w are
� u ses/ bu il ds on ex ist ing  sof t w are f rom  ex p erim ent s (e. g .  

G au di,  I g u ana el em ent s) and C+ + ,  H EP  com m u nit ies (e. g .  
B oost )

� f irst  rel ease w it h  t h e essent ial  f u nct ional it y needed f or it  
t o be adop t ed by  ex p erim ent s m ade in J u l y

� w ork ing  cl osel y  w it h  ex p erim ent  int eg rat ors t o resol ve 
bu g s and issu es ex p osed in int eg rat ion

� P h y sicist  I nt erf aces (P I )
� I nit ial  set  of  P I  t ool s,  services and p ol icies in p l ace
� I ncrem ent al  im p rovem ent  based on f eedback  u nderw ay
� F u l l  R O O T  im p l em ent at ion of  AI D A h ist og ram s
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LCG Simulation Project

� Principal development activity: generic simulation 
f ramew ork

� Expect to build on existing ALICE work; currently setting 
th e priorities a nd a pproa ch  a m ong th e experim ents

� Current sta tus - early prototyping beginning

� Incorporates longstanding CERN/LHC Geant4 w ork
� aligned with and responding to needs from LHC experiments, 

ph ys ic s  v alid ation, generic  framework

� F L U K A  team  participating in 
� framework  integration, phy sic s v alidation

� S im u lation p h y s i c s  v al i d ati o n su b proj ect v er y  ac ti v e

� P hy sic s req u irements;  hadronic , em phy sic s v alidation of G 4 , 
F LU K A ;  framework  v alidation;  monitoring non-LHC ac tiv ity

� Gener ato r  s er v i c es su b proj ect also v er y  ac ti v e

� G enerator lib rarian;  c ommon ev ent files;  v alidation/ test 
su ite;  dev elopment when needed ( HE P M C, etc . )

� Leader Torre Wenaus

Andrea
Dell’Acqua

John
Apostolakis

Alfredo
Ferrari

Fabiola
Gianotti

Paolo
Bartalini
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LCG

Grid usage by experiments in 2003
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LCG
ALICE Physics Performance Report 

prod u ction

32 (was 28) sites configured
5 (was 4) sites providing mass storage capability
12 production rounds
22773 jobs validated, 2428 failed (10%)
Up to 450 concurrent jobs
0.5 operators

Total jobs per site
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LCG

Grid in ATLAS DC1
(July 2002 – A p r i l 2003 )

U S - A T LA S   E D G        N o r d u Gr i d

D C1 :                          D C1 :                         D C1 :

P a r t  o f  s i m u l a t i o n ;           s e v e r a l  t e s t s                f u l l  p r o d u c t i o n

P i l e - u p ;  r e c o n s t r u c t i o n       (1st t e s t  i n  A u g u s t 0 2 )

September 2, 2003                                       G . P o u l a rd – L H C C                  
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LCG CMS/LCG- N  t e s t b e d

� CMS/LCG- 0  i s  a  CMS- w i d e  t e s t b e d  b a s e d  o n  t h e  LCG p i l o t  
d i s t r i b u t i o n ( LCG- 0 ) ,  o w n e d  b y  CMS

� Red Hat 7.3 (7.3.2 w i th  C E RN  k er n el  r ec o m m en ded)

� C o m p o n en ts  f r o m  V D T  1 .1 .6 an d E D G  1 .4 .X  (L C G  p i l o t)

� C o m p o n en ts  f r o m  D ataT A G  (G L U E  s c h em as  an d i n f o  p r o v i der s )

� V i r tu al  O r g an i z ati o n  M an ag em en t:  V O M S  

� RL S  i n  p l ac e o f  th e r ep l i c a c atal o g u e (u s es  r l s c m s  b y  C E RN / I T )

� M o n i to r i n g :  G r i dI C E  b y  D ataT A G

� R- G M A  (as  B O S S  tr an s p o r t l ay er f o r  s p ec i f i c  tes ts )

� D y n a m i c :  i n s t a l l + t e s t  n e w  c o m p o n e n t s  u s e f u l  t o  CMS

� Su p p o r t  ( o u t s i d e  CMS)
� D ataT A G W P 4

� L C G  E x p er i m en t I n teg r ati o n  an d S u p p o r t (E I S )  team

� Cu r r e n t l y  c o n f i g u r e d  a s  a  CMS R C a n d  p r o d u c i n g  d a t a  f o r  
D C0 4

� I t  a l l o w s  u s  t o  d o  o u r  s o f t w a r e  i n t e g r a t i o n  w h i l e  a w a i t i n g  
LCG- 1
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LCG

The LHC Grid Service
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LCG
Goals for the Pilot Grid Service for LHC 

E x p erim en ts – 2 0 0 3 / 2 0 0 4

� Provide the principal service f or D ata C halleng es  in 2 0 0 4

� L earn how  R eg ional C entres can collab orate clos ely

� D evelop ex perience,  tools  and proces s  f or o p era t in g and m a in t a in in g a 
g lob al g rid
� S ecu rity
� R es ou rce planning  and s chedu ling  
� A ccou nting  and reporting
� O perations ,  s u pport and m aintenance

� A dapt L C G  s o that it can b e in t eg ra t ed into the s ites ’  m a in l in e 
p h y sics co m p u t in g  services

� M inim is e level of  intru s ion

� F or nex t 6  m onths  the f ocu s  is  on rel ia b il it y  

� R ob u s tnes s ,  f au lt- tolerance,  predictab ility ,  and s u pportab ility  
tak e precedence;  additional f u nctionality  g ets  prioritis ed
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LCG The LCG Service

Main Elements of a Grid Service
� Middleware:

� Integration, testing and 
c ertif ic ation 

� P ac k aging, c onf igu ration, 
distrib u tion and site 
v al idation

� O p erat io n s :

� G rid in f ras t ru c t u re
serv ic es

� L oc al  R eg io n al C en t re 
o p erat io n s

� O p erat io n s C en t re( s) –
trou b l e and p erf orm anc e 
m onitoring, p rob l em  
resol u tion, gl ob al  c ov erage

� S u p p o rt :

� Integration of  ex p erim ents’  
and R egional  C entres’  
su p p ort stru c tu res

� G rid C all C en t re( s);  
doc u m entation;  training  

C oordination and Manag ement
D ep l oy m ent M anager– Ian B ird 
( C E R N )

� G rid D ep lo y m en t  B o ard
c h air – Mirc o Maz z u c at o ( P ado v a)

� N ational  m em b ersh ip
� P ol ic ies, resou rc es, registration, 

u sage rep orting
� S ec u rit y  G ro u p

c h air – D av id K els ey  ( R A L )

� S ec u rity  ex p erts
� C l ose ties to site sec u rity

of f ic ers
� S ec u rity  m odel , p roc ess, ru l es

� D aily  O p erat io n s
� S ite op erations c ontac ts
� G rid op erations c entre
� G rid c al l  c entre
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LCG

� Middleware package – co m po n en t s  f ro m  –

� E u ro pean  D at aG rid ( E D G )

� U S  ( G lo b u s ,  C o n do r,  P P D G ,  G riP h y N )  � t h e V irt u al D at a T o o lkit

� A greem en t  reach ed o n  prin ciples  f o r regis t rat io n  an d s ecu rit y

� C ert if icat io n  an d dis t rib u t io n  pro ces s  es t ab lis h ed an d t es t ed - J u n e

� R u t h erf o rd L ab  ( U K )  t o  pro v ide t h e in it ial G rid O perat io n s  C en t re

� F Z K  ( K arls ru h e)  t o  o perat e t h e C all C en t re

� P re-releas e m iddleware deplo y ed t o  t h e in it ial 1 0  cen t res  – J u ly

� T h e “ cert if ied”  releas e was  m ade av ailab le t o  1 3  cen t res  o n  1  
S ept em b er –

Academia S in ica T aiw an ,  B N L ,  C E R N ,  
C N AF ,  F N AL ,  F Z K ,  I N 2 P 3  L y o n ,  
K F K I  B u dap es t ,  M o s co w  S t at e U n iv . ,  
P r ag u e,  P I C  B ar cel o n a,  R AL ,  
U n iv .  T o k y o  

LCG LCG Service Status
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LCG LCG Service – N ex t  St ep s

� Experiments now starting their tests on LCG-1

� CM S  target is to hav e 8 0 %  of  their prod u c tion on the 
grid  b ef ore the end  of  the P CP  of  D C0 4

� S til l  a l ot of  work  to b e d one - espec ial l y  operations-rel ated  
task s

� T his wil l  req u ire ac tiv e partic ipation of  regional  c entre 
staf f

� P reparing now f or ad d ing new f u nc tional ity  in N ov emb er to 
b e read y  f or 2 0 0 4

� I mpl ies d epl oy ment of  a sec ond  mu l ti-site testb ed

� W eb -site b eing set u p at the Grid  O perations Centre 
( R u therf ord )  with onl ine monitoring inf ormation –

see http: //www. grid -su pport. ac . u k /GO C/
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LCG
LCG Service Time- l in e

open LCG-1 (schedule – 1 July)

used for simulated 
event productions 

agree spec. of initial service (LCG-1) 2003

2004

2005

2006

2007

first data

physicsco m pu t in g  se r v ice

Level 1 Milestone – O p ening  of  LC G - 1 ser vic e
• 2  m o n t h  d e l a y ,  l o w e r  f u n c t i o n a l i t y  t h a n  p l a n n e d
• u s e  b y  e x p e r i m e n t s  w i l l  n o t  s t a r t  b e f o r e  O c t o b e r
• d e c i s i o n  o n  f i n a l  s e t  o f  m i d d l e w a r e  f o r  t h e  1 H 0 4  d a t a  c h a l l e n g e s
w i l l  b e  t a k e n  w i t h o u t  e x p e r i e n c e  o f  p r o d u c t i o n  r u n n i n g

� r e d u c e d  t i m e  f o r  i n t e g r a t i n g  a n d  t e s t i n g  t h e  s e r v i c e  w i t h  
e x p e r i m e n t s ’ s y s t e m s  b e f o r e  d a t a  c h a l l e n g e s  s t a r t  n e x t  s p r i n g

� a d d i t i o n a l  f u n c t i o n a l i t y  w i l l  h a v e  t o  b e  i n t e g r a t e d  l a t e r

open LCG-1 (achieved) – 1 Sept

LCG



last update 02/10/2003 12:32

LCG
LCG Service Time- l in e

used for simulated 
event productions 

agree spec. of initial service (LCG-1) 2003

2004

2005

2006

2007

first data

physicsco m pu t in g  se r v ice

open LCG-1 (achieved) – 1 Sept

* TDR – technical design report

LCG-2 - upgraded middleware, 
mgt. and ops tools principal service for 

LHC data challenges

Computing model TDRs����

LCG

LCG-3 – second generation 
middleware validation of 

computing models
TDR for the Phase 2 grid

Phase 2 service acquisition, 
installation, commissioning

experiment setup & 
preparation

Phase 2 service in production
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LCG

Middleware Evolution
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LCG Evolution of the Grid Middleware

� Middleware in LCG- 1  ready  no w f o r u s e –
� initial tests show reasonable reliability
� sc alability ( p erf orm anc e)  and  stability still to be work ed  on
� still low f u nc tionality.

� E arly  ex p erienc e wit h  t h e W eb  S erv ic es  v ers io n o f  t h e 
Glo b u s  m iddleware ( Glo b u s  T o o lk it  3 )   and ex p erienc e 
wit h  t h e O p en Grid S erv ic es  A rc h it ec t u re ( O GS A )  and 
I nf ras t ru c t u re ( O GS I )  h av e b een p ro m is ing

� Go o d ex p erienc e t h is  y ear wit h  p ac k ag es  link ing  
ex p erim ent  ap p lic at io ns  t o  g rids  – e. g .  A liE n,  D irac ,  
O c t o p u s ,  . .

� S ec o nd ro u nd o f  b as ic  Grid req u irem ent s  nearing  
c o m p let io n ( H E P CA L I I )

� W o rk ing  g ro u p  o n c o m m o n f u nc t io nalit y  req u ired f o r 
dis t rib u t ed analy s is  ( A R D A )  nearing  c o m p let io n
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EGEE vision:

Enabling Grids for E- sc ie nc e  in Eu rop e

• Goal

•C r e a t e  a  w i d e  E u r o p e a n  G r i d  p r o d u c t i o n  
q u a l i t y  i n f r a s t r u c t u r e o n  t o p  o f  p r e s e n t  a n d  
f u t u r e  E U  R N  i n f r a s t r u c t u r e

• B u i ld  on

•E U  a n d  E U  m e m b e r  s t a t e s  m a j o r  i n v e s t m e n t s  
i n  G r i d  T e c h n o l o g y

•I n t e r n a t i o n a l  c o n n e c t i o n s  ( U S  a n d  A P )

•S e v e r a l  p i o n e e r i n g p r o t o t y p e  r e s u l t s

•L a r g  G r i d  d e v e l o p m e n t  t e a m  ( > 6 0  p e o p l e )

•R e q u i r e s  m a j o r  E U  f u n d i n g  e f f o r t

• A p p r oac h

•L e v e r a g e  c u r r e n t  a n d  p l a n n e d  n a t i o n a l  a n d  
r e g i o n a l  G r i d  p r o g r a m m e s ( e . g .  L C G )

•W o r k  c l o s e l y w i t h  r e l e v a n t  i n d u s t r i a l  G r i d  
d e v e l o p e r s ,  N R E N s  a n d  U S - A P  p r o j e c t s

EGEE

Applications

Geant network
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EGEE Proposal

• P r o p o s a l  s u b m i t t e d  t o  E U  I S T  6 th f r a m e w o r k  c a l l  o n  6 t h  M a y  2 0 0 3

•T o t a l  b u d g e t  r e q u e s t  o f  a p p r o x i m a t e l y  3 9  M € o v e r  2  y e a r s

•E x e c u t i v e  s u m m a r y  ( exec summary: 10 pages; full proposal: 276 

pages)
http://a g e n d a . c e r n . c h/a s k A r c hi v e . php? b a s e = a g e n d a & c a te g = a 0 3 8 1 6 & i d = a 0 3 8 1 6 s
5 % 2 F d o c u m e n ts % 2 F E G E E - e x e c u ti v e - s u m m a r y . pd f

•A c t i v i t i e s

•D e p l o y m e n t  o f  G r i d  I n f r a s t r u c t u r e  ( b a s e d  o n  L C G )

•R e - E n g i n e e r i n g  o f  g r i d  m i d d l e w a r e  ( O G S A  e n v i r o n m e n t )

•D i s s e m i n a t i o n ,  T r a i n i n g  a n d  A p p l i c a t i o n s  ( i n i t i a l l y  H E P  &  B i o )

9  r e g i o n a l  f e d e r a t i o n s  

c o v e r i n g  7 0  p a r t n e r s  i n  2 6  

c o u n t r i e s
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EGEE Status

•EGEE proposal passed thresholds at first EU review (June 2003)

• H earing  org anised at B russels for 1st J u l y  2 0 0 3 to answer a seq uenc e 
of 1 0 q uestions prepared b y  the EU reviewers on details of the proj ec t

• R e s p o n s e s  t o  b e  g i v e n  a s  a  p r e s e n t a t i o n  ( m a x .  1 5  s l i d e s )

• T e a m  o f  6  E G E E  r e p r e s e n t a t i v e s  w i l l  a t t e n d

Fabrizio Gagliardi (CERN) Project Director

W olf gan g v on  Ru eden (CERN)  CERN/ L CG

B ob J on es  (CERN) T ech n ical Director

•Next Steps (assuming hearing is successful)

• I n f o r m e d  b y  E U  o f  a l l o c a t e d  b u d g e t  e n v e l o p e  w i t h i n  2  w e e k s

• N e g o t i a t e  b u d g e t  d e t a i l s  d u r i n g  s u m m e r  a n d  p r o d u c e  T e c h n i c a l  A n n e x  
( d e t a i l s  o f  n e g o t i a t e d  t a s k s  a n d  b u d g e t s )  

• F o r e s e e n  p r o j e c t  s t a r t  d a t e :  1st A p r i l  2 0 0 4

E x i s t i n g  E U  D a t a G r i d  a n d  D a t a T A G  p r o j e c t s  w i l l  b e  e x t e n d e d  u n t i l t h i s  d a t e

M a i n  p a r t n e r s  a r e  a s k e d  t o  o p e n  p o s t s  d u r i n g  s u m m e r  2 0 0 3

M a i n  p a r t n e r s  a r e  r e q u e s t e d  t o  a s s i g n  r e s o u r c e s  d u r i n g  s u m m e r  2 0 0 3  t o  
s t a r t  O G S A  e n g i n e e r i n g  i n v e s t i g a t i o n s  a n d  a r c h i t e c t u r e  d e s i g n  w o r k  s o  
t h a t  p r o j e c t  c a n  s t a r t  o n  t i m e

Gu y  W orm s er (I N2 P3 / CNRS ) A p p lication s

A n ders  Y n n erm an (I T N) North ern  Eu rop e

Giorgio M aggi (I NFN) A dm in is tration
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LCG LCG and EGEE

� EU project approved to provide partial funding for 
operation of a general e- S cience grid in Europe,  
including th e s upply  of s uitab le m iddlew are –

Enabling Grids for e- S c ienc e in Eu rop e – EGEE
EG EE provides  funding for 7 0  partners ,  large m ajority  
of w h ich  h ave s trong H EP  ties

� S im ilar funding b eing s ough t in th e US

� LCG and EGEE work closely together, sharing the 
m anagem ent and resp onsib ility f or -
� Middleware – s h a r e  o u t  t h e  w o r k  t o  i m p l e m e n t  t h e  

r e c o m m e n d a t i o n s  o f  H E P C A L  I I  a n d  A R D A
� I n f ras t ru c t u re o p erat io n – L C G  w i l l  b e  t h e  c o r e  f r o m  w h i c h  t h e  

E G E E  g r i d  d e v e l o p s  – e n s u r e s  c o m p a t i b i l i t y ;  p r o v i d e s  u s e f u l  
f u n d i n g  a t  m a n y  T i e r  1 ,  T i e r 2  a n d  T i e r  3  c e n t r e s

� D ep lo y m en t  o f  H E P  ap p lic at io n s  - s m a l l  a m o u n t  o f  f u n d i n g  
p r o v i d e d  f o r  t e s t i n g  a n d  i n t e g r a t i o n  w i t h  L H C  e x p e r i m e n t s  



last update 02/10/2003 12:32

LCG Middleware - N ex t  1 5  m o n t h s

� Work closely with experiments on developing experience 
with ea rly distrib u ted a na lysis models u sing the grid
� Multi-tie r  m o d e l 
� D a ta  m a n a g e m e n t,  lo c a lis a tio n ,  m ig r a tio n
� R e s o ur c e  m a tc h in g  &  s c h e d ulin g
� P e r f o r m a n c e ,  s c a la b ility

� Evolutionary introdu ction of  ne w  s of tw are – ra pid testing 
a nd integra tion into ma inline services –

– while ma inta ining a  s tab le  s e rvic e f or d ata c h alle ng e s !

� E sta b lish a  re alis tic a ssessment of  the grid f u nctiona lity 
tha t we will b e a b le to depend on at LHC startup –
a  f u n d a m e n t a l  i n p u t  f o r  t h e  C o m p u t i n g  M o d e l  T D R s d u e  a t  
e n d  2 0 0 4
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LCG Grids - M a t u rit y  is so m e  w a y  o f f

� Research still needs to be done in all key areas of importance to 
L H C
� e.g. data management, resource matching/provisioning, security, etc.

� O u r life w ou ld be easier if standards w ere ag reed and solid 
implementations w ere av ailable – bu t they are not

� W e are j u st entering  now  in the second phase of dev elopment
� E veryone agrees on the overal l  direction, b ased on W eb  services
� B ut these are not simpl e devel opments 
� A nd w e stil l  are l earning how  to b est approach many of  the prob l ems 

of  a grid
� T here w il l  b e mul tipl e and competing impl ementations – some f or 

sound technical  reasons
� W e mu st try to follow  these dev elopments and influ ence the 

standardisation activ ities of the G lobal G rid F oru m ( G G F )
� I t has become clear that L C G  w ill hav e to liv e in a w orld of 

mu ltiple g rids – bu t there is no ag reement on how  g rids shou ld 
inter-operate
� C ommon protocol s?
� F ederations of  grids inter-connected b y gatew ays?
� R egional  C entres connecting to mul tipl e grids?Running a service in this environment will be challenge!
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LCG

CERN Fabric



last update 02/10/2003 12:32

LCG LCG Fabric Area

� Fabric = Computing Centre based on big PC cluster

� O peration of  th e CE R N  R egional Centre

� G igaB y te/ sec data recording demonstration in 
A pril

� 3 5 0  M B / sec D A Q -M ass S torage milestone f or 
A L I CE

� Preparation of  th e CE R N  computing inf rastructure f or 
L H C

� S ee nex t f oil

� T ech nology  track ing

� 3 rd round of  tech nology  track ing completed th is 
y ear –
see h ttp: / / w w w . cern. ch / lcg � technology tracking

� Communication betw een operations staf f  at regional 
centres – uses th e H E PI X  organisation – 2  meetings 
per y ear
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LCG
The new computer room in 
the vault of building 513 is 
now being populated

CPU servers

Disk servers

Tape silos and servers

While the old room 
is being cleared for 

renovation
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LCG Processor Energy Consumption

� Energy consumption is
increa sing ~ l inea rl y w ith  
a ch iev ed  processor 
perf orma nce

� P ow er ma na ged  ch ips a re
a  sol ution f or th e 
h ome/ of f ice ma rk et - b ut 
w il l  prob a b l y not
h el p signif ica ntl y w ith
round  th e cl ock ,  h igh  cpu-
util isa tion a ppl ica tions

� I ntel  T era H ertz a nd  
T riG a te R & D  proj ects a im a t 
signif ica nt red uctions in 
pow er consumption – b ut w e 
ma y not see prod ucts b ef ore 
2 0 0 7 -0 8

� El ectric pow er a nd  cool ing
a re ma j or cost a nd  l ogistic
prob l ems f or computer
centres –
C ER N  is pl a nning 2 . 5  M W  
f or L H C  ( up f rom ~ 8 0 0  K W  
tod a y)

Processor performance (SpecInt2000) per 
Watt
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LCG

Resources committed for 1Q04

Resources in Regional Centres

� Resources planned for the 
peri od of the data 
c h al l e n g e s  i n  2 0 0 4

� C E RN  ~ 1 2 %  o f  th e  to tal
capaci ty  

� N um b ers hav e to b e 
refi ned – di fferent 
standards used b y  
di fferent countri es

� E f f i c i e n c y  o f  u s e i s sti ll a 
m aj or q uesti on m ark  –
re l i a b i l i t y ,  e f f i c i e n t  
s c h e d u l i n g ,  s h a ri n g  b e t w e e n  
V i rt u a l  O rg a n i s a t i o n s  ( u s e r 
g ro u p s )

� T hese resources w i ll i n 
future b e i nteg rated i nto 
the L C G  q uarterly  reports

4 2 2 31 2 0 . 01 1 6 95 6 0 0Total

174115. 51768 0 1U S A

2 9517. 32 2 616 56U K

402 . 052 6S w i tz e r lan d

402 . 040179S w e d e n

10 04. 030150S p ai n

12 04. 0302 2 0Tai w an

4010 . 03012 0R u s s i a

2 85. 098 6P olan d

10 05. 0452 2 0J ap an

10 016 . 06 050 7I taly

124. 0312 4H ollan d

6 29. 0402 0 7G e r m an y

54010 . 28 142 0F r an c e

52 . 556 0C z e c h  R e p u b

10 0 010 . 016 070 0C E R N

Tape 
TB

S u ppo r t
F TE

D i s k
TB

C P U

( k S I
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LCG Human Resources Consumed 

Applications
49%

Management
6%

Fabric
33%

Grid 
Deployment

10%

Grid 
Technology

1%

LCG Human Resource Usage to 2Q03
Experience-weighted FTE-years - all funding sources

period 2002 1Q03 2Q03 Total
Area
Applications 39.2 13.6 14.4 67.2
Fabric 25 10.3 10 45.3
Grid Deployment 5.3 3.8 4.9 14.0
Grid Technology 0.5 0.2 0.6 1.3
LCG Management 6.2 1.8 1.6 9.6
Total LCG 76.2 29.7 31.5 137.4

without Regional Centres
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LCG Summary

� POOL object persistency project is now entering real use by 
ex perim ents

� S im ulation project prov id es an LH C  f ram ework  f or agreeing 
req uirem ents and  priorities f or G E A N T  4  and  F LU K A

� 2 0 0 3  h as seen increased  use of  grid s in E urope and  th e U S  
f or sim ulation

� T h e f irst LC G  serv ice is now av ailable f or use – 2  m onth s 
later and  with  lower f unctionality th an planned ,  but we are 
optim istic th at th is can prov id e a stable global serv ice f or 
th e 2 0 0 4  d ata ch allenges

� T h e req uirem ents f or grid  f unctionality f or d istributed  
analysis are ex pected  to be agreed  nex t m onth  – in tim e to 
tak e ad v antage of  th e E G E E  E U  f und ing f or re- engineered  
grid  m id d leware f or science

� T h e intense activ ity world  wid e on grid  d ev elopm ent prom ises 
longer term  solutions and  sh ort term  ch allenges

� T h e m ajor f ocus f or all parts of  th e project in th e nex t year 
is d em onstrating th at d istributed  analysis can be d one 
ef f iciently using th e grid  m od el 
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Statistics…Statistics…

� At CERN:
� 100 000 Incoming mails per day.
� Spam filter detects from 25% to 35% as spam.

� Measurements in Europe for 2001: (NetValue users panel) :
� Spam increased by 80% in 2001.
� 36.8% of received mails are Spam.

� According to US AntiSpam company Brightmail:
� Spam increased by 450% during last year.
� 74% of received mails are Spam.

� Estimated cost for companies:
� 8.9 billion $ for US companies, 2.5 billion $ for European companies (half 

productivity loss, half technical cost).
� 500 Million investment in spam fighting.
� 1.2 billion $ spent in User Support handling user complaints.
� 1 spam = 1$ cost per company.

� Cost for spammers:
� 39$ for 1 million French email addresses.



Email stealingEmail stealing

� Test at CERN: an “ invisible”  email address was published on the Mail 
Service Website, 37 days after the first Spam was received.

� 6 Weeks study: 275 email addresses published on 175 different supports. 
(source Federal Trade Commission, November 2002)

� In 6 weeks: 3349 Spams were received by the 275 addresses.
� Speed record: First Spam was received 9 minutes after publishing an email 

in a Chat room.

50%Personal Web Site

86%Standard Web site

86%Newsgroup

27%Forum

9%WebMail

100%Chat room 

Spammed emailsSupport



Existing productsExisting products

� Existing products are too simple
� Basic tests usually based on word matching in the mail.
� Action taken requires huge amount of work:

� Delete: helpdesk will receive user complaints if false 
positive.

� Quarantine (i.e. Norton antivirus): require manual lookup 
to validate real spam and good mails.

� Spammers can easily get the product and 
improve their technique to bypass them.



Solution for CERNSolution for CERN

� SpamAssassin product looked promising
� A new product was developed based on it

� Improved version: CERN SpamKiller.
� Adds existing rules and custom tests.
� Easy to modify and to create new checks.
� Multi-platform: Exchange 2000 and Sendmail.

CERN SpamKiller
� Is now running at CERN for nearly 1 year.



Technical OverviewTechnical Overview

� Client / Server solution:
� Server is written in C#, running on Windows.
� Portable code.
� Clients exists on Windows, Unix and can be created on 

any platform.
� Uses simple SpamAssassin protocol.

� Configuration and Logs in XML files, easy 
to reuse.



How it worksHow it works

� SpamKiller calculates a score for a mail, based 
on different tests:
� Text in header, body and attachments.
� “ Smart tests”  more complex (word associations).
� Open relays blacklist check.
� Catalog check: compares mail with spam catalog signatures.
� Bayesian Statistics calculation: probability for a mail of being

spam.

� Each test returns a score, sum of all scores gives 
final note:
Content analysis details: (5.559 hits, 5 required)
2 points: HTML-only mail, with no text version
0.814 points: Subject has an exclamation mark
0.5 points: Spam phrases score is 00 to 01 (low)
2.035 points: 'remove' URL contains an email address



User configurationUser configuration

• Configure Spam Level.
• Set expiration time.

CERN Spam folder 
automatically created.



FilteringFiltering

�When spam is detected:
� Allow user to choose a spam detection level.
� Depending on the score, mail is moved to CERN Spam 

folder if Spam.

� User have to check from time to time the 
CERN Spam folder for incorrectly 
classified mails.



User configurationUser configuration

� Many users = many different views on Spam 
fighting.

� Solution is to propose customizable Spam 
Fighting tools:
� Configuration level: User chooses the spam threshold
� Option to automatically delete evident Spam
� White list feature: patterns to match in From, Subject, To
� Allow maximum level: everything is Spam except people I 

know: white lists, contacts, CERN people

� Still a lot to do: 
� Reject mail if user don’t understand the language (Japanese, 

Chinese or Russian written mail).
� Propose a Bayesian statistics dictionary at user level.



Reporting SpamReporting Spam

� Outlook XP special buttons: 
� delete Spams and send them to CERN Antispam team.
� Build Whitelist from received mails.
� Test a mail in SpamKiller and view detailed results.

� Spams reported:
� Goes to a Public Folder in Exchange.
� Used to improve detection rules.



StatisticsStatistics

Online statistics available on SpamKiller website:



EfficiencyEfficiency

� False positives are very low, except for commercial lists. 
� White lists at user level can be configured to prevent this.

� Very good spam detection
� Statistics are hard to build.
� “ My”  mailbox filtering is optimized: 

� 20 to 40 spams filtered per day.
� 1 or 2 spams still getting in Inbox per month.

� Signature catalog checking is not useful at all, random 
code is now omnipresent in spam mails. Even the nilsimsa
algorithm cannot work fine anymore.

� 85% of Spams could have been detected only with 
Bayesian statistical filter.



ProblemsProblems

� Viruses can be detected by SpamKiller, 
but are not deleted, just moved to CERN 
Spam folder.

�Out Of Office Assistant of Outlook replies 
to Spam senders even if filtered.

� CERN Spam folder checking might show 
to users “ horrible”  mails, so don’t use 
automatic preview for this folder (Outlook)



CostsCosts

� Previous basic filters:
� 1-2 hours/day to analyze logs, abuse reports and 

improve black lists.
� Helpdesk cost to handle false rejection.

� SpamKiller:
� Initial development and test phase: 1 FTE for 3 months.
� Less than 1 hour / week for tuning and improvements.



Next…Next…

� Long term goal: use a commercial product when available
� Current situation: 

� Young techniques, constantly evolving
� No 100% reliable solution
� Proprietary interfaces requiring dedicated manpower

� Still checking commercial and free products.
� Meanwhile: SpamKiller evolution

� Includes all existing Spam detection techniques
� Think, test and add new techniques
� Propose a fully customizable solution at user level
� Automatic whitelist generation by sending a generated mail to “ first 

time”  mail senders, asking them to do a specific action (See 
www.mail-block.com)



ConclusionConclusion

� Keep some basic low level checks on SMTP 
gateways for flood prevention, virus rejection.

� SpamKiller available to MMM users for enhanced 
Spam detection since more than 6 months:
� General good feedback
� Bad comments always due to configuration problems, or user 

customization feature missing.

� Also used to quarantine at server level Spam sent 
to Helpdesk.

� Future is to join forces against Spam:
� Share rules, regular expressions patterns and Bayesian 

statistics dictionary with other organizations.
� Central Antispam configuration with Live Update like antivirus 

definitions could be the solution.



CHEP04CHEP04

CERN is organizing next CHEPCERN is organizing next CHEP
–– “Somewhere in Switzerland not @ CERN”“Somewhere in Switzerland not @ CERN”
–– 33rdrd/4/4thth week of September 2004week of September 2004
–– Program chair: J. HarveyProgram chair: J. Harvey
–– Local Organizer: A. SilvermanLocal Organizer: A. Silverman

General frustration about the way the IAC has worked in General frustration about the way the IAC has worked in 
recent yearsrecent years
–– MembershipMembership
–– Site choiceSite choice
–– Weight of EuropeWeight of Europe
–– Last CHEP organization was very late!!Last CHEP organization was very late!!

�� HEPCCC asks W. v. HEPCCC asks W. v. RüdenRüden to to disolvedisolve current IAC and current IAC and 
reform.reform.



CERN School of ComputingCERN School of Computing

Countries where CSC has taken place in Countries where CSC has taken place in 
the past the past ��

Logistic model Logistic model ��

Role of local organizers Role of local organizers ��

Countries should volunteer to host the Countries should volunteer to host the 
school (particularly those where it has not school (particularly those where it has not 
been before)been before)
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Visited Countries

1970 Varenna Italy

1972 Pertisau Austria

1974 Godöysund Norway

1976 La Gr. Motte France

1978 Jadwisin Poland

1980 Vraona Greece

1982 Zinal Switzerland

1984 Aiguablava Spain

1986 Renesse The Nether. 

1987 Troia Portugal

1988 Oxford Great Britain

1989 Bad Herre. Germany

1990 Ysemonde Belgium

1991 Ystad Sweden

1992 L'Aquila Italy

1993 L'Aquila Italy

1994 Sopron Hungary

1995 Arles France

1996 E.aan Zee The Nether.

1997 Pruhonice Czech Rep.

1998 Funchal Portugal

1999 St. Jablonki Poland

2000 Marathon Greece

2001 Santander Spain

2002 V. Equense Italy

2003 Krems Austria
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School Logistics Models

• Santander
• Krems

• Arles
• Marathon
• Vico

Enquense

ExampleComputer / 
Network

Equipment

ClassesAccommo-
dation

Model

Provided by 
host University

Other location

Usually 
University

HotelSeparate

Provided / 
rented by 

Local 
Organising 

Cmtt

Same HotelHotelIntegrated
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Local organizer role (summary)

� Help find local sponsors (institutions, industry) (for 
social events, equipments, …)

Financing

� Propose options for the school venue 

� Liaise with hotel / university

Site issues

� Contribute ideas, content to the program (e.g. after 
dinner speakers)

� Propose social events, excursions

Programme

� Provide bilingual secretarial help during the School On-site support

� Arrange for computers for exercises

� Arrange for external Internet access

Technical 
infrastructure


