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w The D@ Experiment T

—
DO Collahoration o

— 18 Countries; 80 institutions
— >600 Physicists
» Detector Data (Run 2a end mid ‘ 04)

— 1,000,000 Channels

— Event size 250KB

— Eventrate 25 Hz avg.

— Est. 2 year datatotals (incl.
Processing and analysis): 1 x 10°
events, ~1.2 PB

 Monte Carlo Data (Run 2a)
— 6 remote processing centers
— Estimate ~0.3 PB.

* Run 2b, starting 2005: >1PB/year
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D@ Experiment Progress

Apr-02 May-02 Jun-02 Jul-02 Aug-02 Sep-02 Oct-02 Nov-02

-t

w May 12-15, 2003

0.800

PPDG
va00 D0 Integrated Luminosity [ 19 April 2002 - 4 April 2003 |
160.0 || '~ Delivered ke 151.3
-+ Physics 3
140.0 z}"s
126.7 %
—
- 117_9/‘/
'n 1200
e i
97.0
21000 4 %ot ot = 95.3
e Delivered Lumi i83.
8 < from 7 June 2001 77.
80.0 7\1—1 to 18 April 2002
=
E Tevatron
= 60.0 Shutdown
o 13 Jan - 9 Feb
Fully Inst. B6.5 & 2-10 March
40.0 Tracker -
19 Apr 2002 25.4
14.8 16.2 15.5 1 g %
20.0 e = D0 Monthly Data Taking Efficiency | 19 April 2002 - 8 April 2003
1 44.4 2.0 4.2 [ < 2003 Winter Conferenci -°C° | [ Eiosics = wca dediativared) Lomiestty ‘
0.0 1 - T T T T T T T
e 0.844

0773 0.791 0.821 0.821

0.700

0.600

Apr-02 May-02 Jun-02

Jul-02  Aug-02 Sep-02 Oct-02 Nov-02 Dec-02 Jan-03 Feb-03 Mar-03 Apr-03



w Overview of D@ Data Handling =

I ntegrated Files Consumed vs Month (D9Q) Summary of D@ Data Handling

4.0 M Files Consumed - Registered Users 600

: Number of SAM Stations | 56
h Registered Nodes 900

_,J_ILI ‘ j Total Disk Cache 40TB
: ' —_— Number Files - physical 1.2M

|ntegrated GB Consumed vs M onth (D) Number Eiles - virtual 0.5M
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D@ computing/data .
handling/database architecture

fnal . gov

STK 9310 Chicago

powderhorn  ADIC AML/2 LINUX farm

300+ dual
PII/IV nodes

all Monte Carlo Production

Central Analysis Backend (CAB)
160 dual 2GHz Linux nodes

DEC4000 : dOdbsrvi dOIxac 35 GB cache ea.
C4000 DEC4000 @ Linuy SGI Origin2000 <=

128 R12000 prcsrs 27 TB fiber
channel disks

. . a: production

Experimental Hall/office complex
c: development
dOola,b,c

Fiber to expe

ClueD@
Linux desktop user cluster >
227 nodes



Data In and out of Enstore bt
(robotic tape storage) Daily Feb 14 to Mar 15 PPDG
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SAM at D@

dOdb.fnal.gov/sam
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w Managing Resourcesin SAM T

Fair-share
Resource

Co-dlocation

>

L ocal
Batch

b

SAM
|obal Optimize

SAM Station
Servers

Compute Resources (CPU + Memory)

>
Data Resources (Storage + Network)

.t Q Batch scheduler ‘ SAM Met&data@ SAM servers Q Batch + SAM
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w SAM Features -CAM-

-t

|
5
-l

Flexible and scalable modé€

Field hardened code

Reliable and Fault Tolerant

Adaptersfor many local batch systems: L SF, PBS, Condor, FBS

Adaptersfor mass storage systems. Enstore (FNAL), HPSS
(Lyon), and TSM (GridKa)

Adaptersfor Transfer Protocols. cp, rcp, scp, encp, bbftp,
GridFTP

Useful in many cluster computing environments. SMP w/
compute servers, Desktop, private network (PN), NFS shared
disk,...

User interfacesfor storing, accessing, and logically organizing data

4
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and AMD XP

| s |
: v
w D@ SAM Station Summary |
PPDG
Name L ocation | Nodes/cpu Cache Use/comments
Central- FNAL 128 SM P*, 14TB Analysis & DO code
analysis SGI Origin 2000 development
CAB FNAL 16 dual 1 GHz 6.2TB Analysisand general
(CA Backend) + 160 dual 1.8 GHz purpose
FNAL-Farm | FNAL 100 dual 0.5-1.0 GHz 32TB Reconstruction
+240 dual 1.8 GHz
CLueDO FNAL 50 mixed PII1, AMD. 2TB User desktop,
(may grow >200) General analysis
DOkarlsruhe | Karlsruhe, | 1dual 1.3 GHz gateway, | 3TB General/Workers on
(GridKa) Germany | >160dual PIIl & Xeon | NFSshared | FN-Sharedfadility
DOumich U Mich. 1 dual 1.8 GHz gateway, | 1 TB Re-reconstruction.
(NPACI) Ann Arbor | 100 x dual AMD XP NESshared | workerson PN.
1800 Shar ed facility
Many Others | Worldwide | Mostly dual PIl1, Xeon, M C production, gen.

analysis, testing

‘_‘>h4dozen

W/
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Gbytes

Gbytes

Station Stats: GB Consumed

Daily Feb 14 — Mar 15
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Station Stats: MB Delivered/Sent
Daily Feb 14 — March 15
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FNAL-farm Station and CAB CPU ikt
w Utilization

Feb 14 —March 15
600 CPU utilization by project (month)
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w Data to and from Remote Sites -

Data Forwarding and Routing

Station Configuration
*Replica location
*Prefer
*Avoid
sForwarding
*File stores can
be forwar ded
through other
stations
*Routing
*Routesfor file
transfersare
configurable

Extra-domain transfers use
bbftp or GridFTP
(parallel transfer protocols)

-t

’
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D@ Karlsruhe Station at GridK a

PPDG

Monthly Thumbnail Data Moved to Gridka| The Gridka SAM
1 de+08 — Station uses shared i
(20418 4 1.2TBIn _ cache config. with
1406 Nov 2002  workers on aprivate
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Challenges -

Getting SAM to meet the needs of DY in the many configurationsis and has
been an enormous challenge. Some examplesinclude...

’
# May 12-15, 2003

File corruption issues. Solved with CRC.

Preemptive distributed caching is prone to race conditions and log jams.
These have been solved.

Private networ ks sometimes require “border” naming services. Thisis
understood.

NFS shared cache configuration provides additional ssimplicity and
generality, at the price of scalability (star configuration). This works.

Glaobal routing completed.

| nstallation procedur es for the station servers have been quite complex.
They are improving and we plan to soon have “push button” and even
“opportunistic deployment” installs.

L ots of details with opening ports on firewalls, OS configurations,
registration of new hardware, and so on.

User name clashing issues. Moving to GSI and Grid Certificates.
| nter oper ability with many M SS.

Network attached files. Sometimes, the file does not need to move to the
user.

Lee Lueking, EDG Int. Proj. Conf. 16

uE

PPDG



SAM Grid

http://www-d0.fnal .gov/computing/grid/
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DEJ ooobjectivesof SAM-Grid

e JM (Job and Information Management) complements SAM by adding
job management and monitoring to data handling.

 Together, JM + SAM = SAM-Grid

» Bring standard grid technologies (including Globus and Condor) to the
Run [l experiments.

* Enable globally distributed computing for D@ and CDF.

*People involved: -t N GRI
—Igor Terekhov (FNAL; JIM Team L ead), # ] e

Gabriee Garzoglio (FNAL), Andrew
Baranovski (FNAL), Rod Walker (Imperial
College), Parag Mhashilkar & Vijay Murthi
(viaContr.w/ UTA CSE), Lee Lueking
(FNAL; Team rep. For DO to PPDG)

—Many othersat many DO and CDF sites

the globus project”
[ www.globus.org
# May 12-15, 2003 Lee Lueking, EDG Int. Proj. Conf.
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w Condor-G Extensions Driven by JIM et

PPDG

« TheJIM Project team hasinspired many Extensionsto the Condor
software

— Added Match Making to the Condor-G for grid use.

— Extended class addsto have the ability to call external functions from
the match making service.

— Introduced athreetier architecturewhich separatesthe user
submission, job management service, and submission sites completely.

« Decison making on thegrid isvery difficult. The new technology allows:
— Including logic not expressible in class ads

— implementing very complex algorithmsto establish ranksfor thejobs
In the scheduler

* Also, many robustness and security issues have been addressed
— TCP replaces UDP for communication among Condor services

— GSI now permeatesthe Condor-G services, driven by the
requirements of the three-tier architecture

— Re-matching agrid job that failed during submission

-t
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SAM-Grid Monitoring L

OP N

PPDG
5AM Grid Monitoring System - Microseft Internet Explorer =181
fle ot vew Favortes fodk beb =
- DA A Qoeach [iFavorkes Preda F D I @I IOR

Address |{@]) it fsamadans ol gov:B080Tprototypeknown_sam_staions.phste=IC 7] @G0 |umks ™ worton aretarus ] +

F5AM-GRID INFORMATION AND MONITORING SYSTEM =l8i x| SAM Grid Monitoring System
Fie Edt Vew Favortes Tooks Help -
Back v % - (D[ A Qoeach rfavorces Peda F| Dr - J@ DR

fddress | ) hitp:{samadans. frel, gov B0EDprototypey »| @G0 |Links * Norton dnktvrus (] +

N

SAM GRID INFORMATION & MONITORING SYSTEM st system- ot oeros xore ‘=
e T T T T LI

Address [{€) hetpfsamadars. il govi 6080 prototypesinown_sam_stations pheste=FNAL =] @G0 Links ® Morton Artivius [ ~

Vew Favorites Tooks

Launching the Monitoring System:
Please click on a st
Please click at the map to monitor the execution sites. For stations thet o
Click s to get information sbout the submission sites through the avads}

Cemege e - .E‘ —" g

77

Monitoring at the FNAL Site

whingion. 1
b o
!

L View Authorized Grid 115

Please lick on a station's name to getits Server- Version and Start-time.
For stations that are grid-enabled, the Cluster Detaile can be viewe:
#hroush tha available link..

ES[,

Station Name  Universe

samadams dev

Schih ushoa
e
St |
fnal-farm
cdf-glasgd
PRIRNIREY Projecis at: fral-farm
Participating Experiments:
* Do coF
|
€ Sam Project 1d Group
farm.r13,06.01.23325 0 ] 0 0 dOproduction
farm.p13.06.01.23345 o 0 0 0 doproduction
farm.r18,06.01,23347 0 0 0 0 doproduction
farm.r13.06.01.23348 o 0 o 0 d0production
farm.r13.06.01.23351 o 0 0 0 d0production
farm.r13.06.01.23354 o H 0 0 doproduction
farm.r13.06.01.23355 o 0 0 0 dofarm dOproduction
farm.r13.06.01.23356 a 2 0 0 dofarm dOproduction
farm.r13.06.01.23357 o 0 0 0 dofarm dOproduction
farm.r13.06.01.23358 26 o 26 0 0 dofarm dOproduction
farm.r13.06.01.23359 29 o 29 0 0 dofarm dOproduction
farm.r13.06.01.23360 2 o 2 0 0 dofarm dOproduction
farm.r13.06.01.23363 12 o 12 0 0 dofarm dOproduction
farm.r13.06.01.23362 78 o 78 0 0 dofarm doproduction
farm.r13.06.01.23364 100 1 80 0 20 dofarm dOproduction
farm.r13.06.01.23365 99 o 7. 0 21 dofarm dOproduction
farm.r13.06.01.23366 56 o 56 0 0 dofarm dOproduction
farm.r13.06.01.23367 99 o 45 0 54 dofarm dOproduction
farm.r13.06.01.23368 56 o 20 0 36 dofarm dOproduction
farm.r13.06.01.23369 99 o 20 0 79 dofarm dOproduction
farm.r13.06.01.23370 57 11 21 0 36 dofarm d0production
farm.r13.06.01.23374 S o § 0 0 dofarm doproduction -
farm.r13.06.01.23376 7 o 7 0 dofarm d0production
farm.r13.06.01.23375 2 o 2 0 0 dofarm dOproduction
farm.r13.06.01.23377 2 o 2 0 0 dofarm d0production
) 0 0
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 MCRunJob approach by
CMS and D@ production
teams

e Framework for dealing
with multiple grid
resources and testbeds
(EDG, IGT)

e
# May 12-15, 2003

Meta Systems Lbest

PPDG

#!/bin/env sh

Script scriptA
— :
Generator scriptB Fwantto run
. applications
scriptC A B, and C

AttachA B C

{ Linker I

Make Job
(Framework)

Configurator B

Configurator C

/bin/sh script /bin/sh script /bin/sh script
to run App A to run App B to run App C
- -
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w D@ JM Deployment w

« A dgtecanjoin SAM-Grid with combinations of services:
— Monitoring, and/or
— Execution, and/or
— Submission
 May 2003: Expect 5 initial execution sitesfor SAM Grid
deployment, and 20 submission sites.
« Summer 2003: Continueto add execution and submission sites.
« Grow to dozens execution and hundreds of submission sites over
next year(s).
 Usegrid middlewarefor job submission within a site too!

— Administratorswill have general ways of managing
I esour ces.

— Userswill use common toolsfor submitting and monitoring
jobs everywhere.

-t
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What's Next for SAM-Grid? w

After JIM version 1

* Improve scheduling jobs and decision making.
* Improved monitoring, more comprehensive, easier to navigate.

e Execution of structured jobs

o Simplifying packaging and deployment. Extend the configuration
and advertising features of the uniform framework built for JIM
that employs XML.

« CDF isadopting SAM and SAM-Grid for their Data Handling and
Job Submission.

o Co-existence and Interoperability with other Grids

— Moving to Web services, Globus V3, and all the good things
OGSA will provide. In particular, inter oper ability by
expressing SAM and JIM asa collection of services, and
mixing and matching with other Grids

— Work with EDG and LCG to move in common dir ections

-t
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w Run Il plansto usethe Virtual Data &=

-t

Toolkit

JM isusing advanced version of Condor-G/Condor - actually driving the
requirements. Capabilities availablein VDT 1.1.8 and beyond.

DO usesvery few VDT packages- Globus GSI, GridFTP, MDS and Condor.

JM ups/upd packaging includes configuration information to save local site
managers effort. Distribution and configuration tailored for existing/long
legacy DO systems.

Plans to work with VDT such that DO-JIM will use VDT in the next six
months.

=>> VDT versions are currently being tailored for each application
community. This cannot continue. We - DO, US CMS, PPDG, FNAL, etc.-
will work with the VDT team and the LCG to define how VDT versions
should be

— Constructed and Versioned

— Configured

— Distributed to the various application communities
— Requirements and scheduled for releases.

4
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Projects Rich in Collaboration

PPDG

\ HENR |
\ GC |

!

B0 §
v\-ww.glr:h}:_s’_mg i

-

’
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T
w Collaboration between Run 2 and USCMS L
. . G
Computing at Fermilab
« DO, CDF, and CMS are all using Dcache and Enstore storage management
systems.
e Grid VO management - joint US-CMS, iVDGL, INFN-VOMS, (LCG?) project
IS underway

— http://www.uscms.org/s& c/V O/meeting/meet.html

— Thereisacommitment from the RUN |1 Experiments to collaborate on
with this effort in near future.

 (mc)Runjob scripts- joint work on core framework between CM S and Run |1
experiments has been proposed.

« Distributed and Grid accessible databases and applications are a common need.

o Aspart of PPDG we expect to collaborate on future projects such as
Troubleshooting Pilots (end to end error handling and diagnosis).

e Common infrastructure in Computing Division for system and core service
support etc. ties us together.
e

4
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Regional Computing Approach

-t
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D@ Regional Model

PPDG

Centers aso in the UK and France

UK: Lancaster, Manchester, Imperia
College, RAL

France: CCin2p3, CEA-Saclay, CPPM
Marsellle, IPNL-Lyon, IRES-
Strasbourg, ISN-Grenoble, LAL-
Orsay, LPNHE-Paris

(Karlsruhe)

-t
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w Regional Analysis Centers (RAC) it
Functionality

* Preemptive caching « Archival storage (tape - for now)
— Coordinated globally — Selected MC samples
« All DSTson disk at the - Secondgr_y Data as needed
sum of all RAC’s « CPU capability
e All TMB fileson disk at all — supporting analysis, first in its
RACs, to support mining L en |
needs of the region — For re-reconstruction
— Coordinated regionally — MC production |
 Other formats on disk: - Geeenderal pUnpose R analysis
Derived formats & Monte eets : :
Carlo data  Network to support intra-regional,
FNAL-region, and inter-RAC
e On-demand SAM cache: ~10% of connectivity

total disk cache

-t
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w Required RAC Server Infrastructure
« SAM-Grid Gateway machine
» Oracle database access servers DAN
— Provided via middletier server (DAN) @ . @
— DAN = Database Access Networ k
« Accommodate redlities like: DAN o Middle-tier
— Policies and culture for each center DB Server proxy

— Sharing with other organizations
—Firewalls, private networks, et cetera E i
SAM-Grid Architecture

DB Server

High Availability
Oracle DB Server

7 E E RAID array
# May 12-15, 2003 Lee Lueking, EDG Int. Proj. Conf. 32



| 1s |
TEA T
w Summary of Current & Soon-to-be RACs L]
PPDG
Regiona Institutions within Region | CPU XHz | Disk Archive Schedule
Centers (Total*) Total* (Total*)
Gridka @FZK | Aachen, Bonn, Freiburg, 52 GHz \ Established as
Mainz, Munich, Wuppertal, (518 GH2) RAC
SAR @QUTA AZ, Cinvestav (M exico_City), 160 GHz TOtaI Summer 2003
KU, KSU Remote
UK Lancaster, Manchester, 46 GHz CPU Active, MC
@thd Imperial College, RAL (556 GHZ) 360 GH production
Z
IN2P3 CCin2p3, CEA-Saclay, 100 GHz Active, MC
Gllyar CPPM-Marseille, IPNL-Lyon, (1850 GHZ)} | production
|RES-Strasbourg, 1SN-
Grenoble, LAL-Orsay,
LPNHE-Paris
DJ Farm, cab, clued0, Central- 1800 GHz Established as
@FNAL analysis >‘FNA L CPU CAC
(Northern US) - 1800 GHZ

* *Numbersin () represent totals for the center or region, other numbers are D@’ s current allocation.
iz
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Conf.

-+ j\—
e L
w Data Model i
PPDG
Fraction of Data Stored
Data Tier Sizelevent | FNAL | FNAL | Remote | Remote per Region
(kB) Tape | Disk Tape Disk :
i DataTier
RAW 250 1 0.1 0 0 .
Hierarchy
Reconstructed 50 0.1 0.01 0.001 0.005
DST 15 1 0.1 0.1 0.1 /A\
Thumbnail 10 4 1 1 2 ]
Derived Data 10 4 1 1 1 / \
MC DOGstar 700 0 0 0 0 / B \
MC DOSm 300 0 0 0 0
MC DST 40 1 0.025 |0.025 0.05 AM etadata
MC TMB 20 1 1 0 0.1 ~0.5TB/year
MC PMCS 20 1 1 0 0.1 Numbers are
rough estimates
M C root-tuple 20 1 0 0.1 0
Totals Rlla (' 01-'04)/ 1.5PB/ | 60TB/ ~50TB ~50TB | the cpbmodel presumes:
RIlb (; 05-’ 08) 8 PB 800 B 25Hz rate to tape, Run lla
’ 50Hz rate to tape, Run llb

events 25% Ia?{ﬂer, Run llb
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DS Challenges

Operation and Support
— Ongoing shift support: 24/7 “helpdesk” shifters (trained physicists)

— SAM-Grid station administrators. Expertise based on experience
Installing and maintaining the system

— Grid Technical Team: Experts in SAM-Grid, DG software +
technical experts from each RAC.

— Hardware and system support provided by centers
Production certification
— All D@ MC, reconstruction, and analysis code releases have to be
certified
Special requirements for certain RAC's
— Forces customization of infrastructure
— Introduces deployment delays
Security issues, grid certificates, firewalls, site policies.
‘e’

4
* May 12-15, 2003 Lee Lueking, EDG Int. Proj. Conf. 35




-t

! THIS IS DOGRERTS

TECH SUPPORT. HOL!
Ay 1 ABUSE YOU?

Operations

FIMALLYH IT TOOK ME
AN HOUR TO PENETRATE
YOUR INSCRUTABLE
AUDIO MENU SYSTEMI

THEN T LIATTED IN
QUEUE FOR FORTY
MINUTES!

I MNEED TO KMNOW YOUR
MAME, ADDRESS, PHOMNE

| NUMBER , OPERATING
SYSTEM, E- MATL

ADDRESS , SERTAL
MUMBERS, SOFTUWARE
VERSIONS AND WIDEQ
DRIVERS.

3 2003 Usitesd Featunt Byenlicabs,

THEN T'LL PUT YOU TN
QUEUE FOR THE LOLJ-
LEVEL TECHNICIAN
LHO CAN ONLY TELL
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MY PFROGLEM IS THAT
MY COMPUTER KEEPS
FREEZIMG. ..

BUT EVENTUALLY YOU'LL

SOLVE MY PROBLEM,
RIGHT?

SURE. IF
YOUR
PROBLEM IS

36



T
w Summary PPDG

-t

The D@ Experiment is moving toward exciting
Physics results in the coming years.

The software is stable and provides reliable data
delivery and management to production systems
worldwide.

SAM-Grid is using standard Grid middleware to
enable complete Grid functionality. Thisisrichin
collaboration with Computer Scientists and other
Grid efforts.

D@ will rely heavily on remote computing
resources to accomplish its Physics goals
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