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ROOT in a nutshell
An efficient data storage and access system designed to 
support structured data sets in very large distributed 
data bases (Petabytes).
A query system to extract information from these 
distributed data sets.
The query system is able to use transparently parallel 
systems on the GRID (PROOF).
A scientific visualisation system with 2-D and 3-D 
graphics.
An advanced Graphical User Interface
A C++ interpreter allowing calls to user defined classes.
An Open Source Project
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Batch/Interactive models

Batch
Production
Simulation

reconstruction

Interactive
Chaotic
analysis

Interactive
batch
model

Need experiment framework
+widely available tools

Need only
widely available tools
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A Data Analysis & Visualisation tool
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Graphics : 1,2,3-D functions
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Full LateX
support on 
screen and 
postscript

TCurlyArc
TCurlyLine
TWavyLine

and other building 
blocks for 
Feynmann
diagrams

Formula or 
diagrams can 

be
edited with 
the mouse
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Alice 3 million nodes
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ROOT + RDBMS Model

histograms

Calibrations

Geometries

Run/File
Catalog

Trees

Event Store

ROOT
files

Oracle
MySQL
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ROOT I/O -- Sequential/Flat

Object in 
memoryObject in 

memoryObject in 
memoryObject in 

memoryObject in 
memory

Streamer

TFile

Object in 
memory

ObjectGramTBuffer

Transient Object
is serialized

by the Streamer
No need for 

transient/persistent
classes

TWebFile
web server

TNetFile
rootd

TRFIOFile
RFIO daemon

TMapFile
shared memory

sockets

http
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Self-describing files

Dictionary for persistent classes written to the 
file.
ROOT files can be read by foreign readers 
Support for Backward and Forward compatibility
Files created in 2001 must be readable in 2015
Classes (data objects) for all objects in a file can 
be regenerated via TFile::MakeProject

Root >TFile f(“demo.root”);

Root > f.MakeProject(“dir”,”*”,”new++”);
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Automatic Schema Evolution
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Root objects or
any User Object can be
stored in ROOT folders

and browsed
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Memory <--> Tree
Each Node is a branch in the Tree
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T.Fill()

T.GetEntry(6)

T

Memory
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Tree Friends

Root > TFile f1(“tree1.root”);

Root > tree.AddFriend(“tree2”,“tree2.root”)

Root > tree.AddFriend(“tree3”,“tree3.root”);

Root > tree.Draw(“x:a”,”k<c”);

Root > tree.Draw(“x:tree2.x”,”sqrt(p)<b”);

x

Processing time
independent of the
number of friends
unlike table joins

in RDBMS

Collaboration-wide
public read

Analysis group
protected

user
private
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The Tree Viewer & Analyzer

A very powerful class
supporting

complex cuts,
event lists,

1-d,2-d, 3-d views
parallelism
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Selectors

A Selector script can be run
In batch
Interactive ROOT
Interactive ROOT + PROOF
Interactive or batch ROOT + PROOF + GLITE

A Selector script can be
Interpreted    tree.Process(“myselector.C”)
Or compiled   tree.Process(“myselector.C++”)

Smooth transition between batch and interactive sessions
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Data Volume & Organisation

100MB 1GB 10GB 1TB100GB 100TB 1PB10TB

1 1 500005000500505

TTree

TChain

A TChain is a collection of TTrees or/and TChains

A TFile typically contains 1 TTree (or a few)

A TChain is typically the result of a query to the file catalogue
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Data Volume & Processing Time
Using technology available in 2004

1” 10” 1’ 10’ 1h       10h    1day        1month

1” 1” 10” 1’ 10’ 1h       10h    1day     10days

1” 1” 1” 10” 1’ 10’ 1h       10h    1day        

1’ 10’ 1h       10h            

100MB   1GB       10GB        100GB       1TB        10TB       100TB       1PB

ROOT 1 Processor  P IV 2.4GHz  2004 : Time for one query using 10 per cent of data

Interactive batch

PROOF 10 Processors

PROOF 100Processors

PROOF/GLite 1000Processors
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Data Volume & Processing Time
Using technology available in 2010

1” 1” 1” 10” 1’ 10’ 1h       10h    1day        

1’ 10’ 1h                  

100MB   1GB       10GB        100GB       1TB        10TB       100TB       1PB

ROOT 1 Processor  XXXXX  2010 : Time for one query using 10 per cent of data

Interactive batch

PROOF 10 Processors

PROOF 100Processors

PROOF/GLite 1000Processors

1” 1” 10” 1’ 10’ 1h       10h    1day     10days

1” 1” 1” 1” 10” 1’ 10’ 1h       10h           
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GRID: Interactive Analysis
Case 1 

Data transfer to user’s laptop
Optional Run/File catalog
Optional GRID software

Optional
run/File
Catalog

Remote
file server
eg rootd

Trees

Trees

Analysis scripts are interpreted
or compiled on the local machine
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GRID: Interactive Analysis
Case 2 

Remote data processing
Optional Run/File catalog
Optional GRID software

Optional
run/File
Catalog

Remote
data analyzer

eg proofd

Trees

Trees

Commands, scripts

histograms

Analysis scripts are interpreted
or compiled on the remote machine
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GRID: Interactive Analysis
Case 3 

Remote data processing
Run/File catalog
Full GRID software

Run/File
Catalog

Remote
data analyzer

eg proofd

Trees

Trees

Commands, scripts

Histograms,trees

TreesTreesTrees

TreesTreesTrees

slave

slave

slave

slave

slave

slave

Analysis scripts are interpreted
or compiled on the remote master(s)
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Parallel ROOT Facility

The PROOF system allows:
Parallel analysis of trees in a set of files
Parallel analysis of objects in a set of files
Parallel execution of scripts

on clusters of heterogeneous machines
Its design goals are:

Transparency, scalability, adaptability
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PROOF: Client-Master-Slaves

Client

Master

Slave

Slave

TPPRemote

TPPRemote

TPPSlave

TPPSlave

TProof

TProofServ

TProofServ

TProofServ TProof



René Brun 30 June 04 DTI  /  ROOT 25

Interactive Analysis with PROOF 
and AliEn

PROOFPROOF

USER SESSIONUSER SESSION

PROOF PROOF SLAVE SLAVE 
SERVERSSERVERS

PROOF MASTERPROOF MASTER
SERVERSERVER

PROOF PROOF SLAVE SLAVE 
SERVERSSERVERS

PROOF PROOF SLAVE SLAVE 
SERVERSSERVERS

TcpRouterGuaranteed site access through
Multiplexing TcpRouters

TcpRouter

TcpRouter

TcpRouter

AliEn/PROOF SC’03 Setup
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Forward Proxy

Forward Proxy 

Rootd
Proofd

Grid/Root Authentication

Grid Access Control Service

TGrid UI/Queue UI

Proofd Startup

PROOFPROOF
ClientClient

PROOFPROOF
MasterMaster

Slave 
Registration/ 
Booking- DB

Site <X>

PROOF PROOF SLAVE SLAVE 
SERVERSSERVERS

Site A
PROOF PROOF SLAVE SLAVE 

SERVERSSERVERS

Site B LCG

PROOFPROOF
SteerSteer

Master Setup

New Elements

Grid Service Interfaces

Grid File/Metadata Catalogue

Client retrieves list
of logical file (LFN + MSN)

Booking Request
with logical file names

“Standard” Proof Session

Slave ports
mirrored on
Master host

Optional Site Gateway

Master

ClientGrid-Middleware independend PROOF Setup

Only outgoing connectivity
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The ROOT Project

1995 2000 2005

ROOT 0.5

ROOT 1.0

ROOT 2.0

ROOT 3.0

ROOT X.0

LEP,HERA,SPS

RHIC, FNAL/RUN II

LHC
Large Hadron Collider

Babar, KEK, SPS,FNAL

functionality

ROOT 4.0
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Project Size & Development cost

Total Physical Source Lines of Code (SLOC)                = 1,247,994
Development Effort Estimate, Person-Years                 = 356.49 
(Basic COCOMO model, Person-Months       = 2.4 * (KSLOC**1.05))

Schedule Estimate, Years (Months)                              = 5.00 (59.95)
(Basic COCOMO model, Months = 2.5 * (person-months**0.38))

Estimated Average Number of Developers (Effort/Schedule)  = 71.36
Total Estimated Cost to Develop                                 = $ 48,157,590
(average salary = $56,286/year, overhead = 2.40).

Using the COCOMO model

And the SlocCount tool from A.Wheeler
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ROOT: An Open Source Project

The project is developed as a collaboration between :
Full time developers:

6 people full time at CERN
1 key developer at FermiLab
1 key developer in Japan (Agilent Technologies)
1 key developer at MIT
1 mathematician at CERN sponsored by a US Finance Company

Many contributors spending a substantial fraction of 
their time in specific areas (> 50)
Key developers in large experiments using ROOT as a 
framework
Several thousand users given feedback and a very long 
list of small contributions.
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ROOT: Users

The system has been developed with High 
Energy or Nuclear Physics in mind.
However, we see a very important fraction of 
the users in other fields of science, industry or 
finance.

** Electronic User Registration Form **

Date:           2004-06-25 09:04:04
Name:           Gabriele Susinno
E-mail address: susinno@finance-and-physics.org
Institute:
Experiment:     finance-and-physics
Category:       science
Mailing list:   y
Privacy:        n

DESCRIPTION OF APPLICATION:
Build a Data Acquisition system and a data mining tool to analyse very high frequency financial data.This in a
econophysics project finance by the Italian Research Council.
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ROOT: Users
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ROOT: Users

http
ftp


