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Introduction
B-physics in the 21-st century:

• Use hadron machines (CERN, DESY, Fermilab. . . )
• high cross section and high interaction rate → lot of data
• Measure cp-violation in Bs meson system
• Search for rare decays
• over-constrain CKM-triangle
• Search for physics beyond the Standard Model

(a) (b)
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Introduction
• bb̄ mesons produced at forward/backward angles
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• large boost → may resolve Bs − B̄s

oscillations. . .
• simple forward spectrometer sufficient (HERAB,

BTEV, LHCb) Usecases of LCG-2 at GridKa – p. 3



LHC at CERNLHC

Baseline pp Experiments
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LHC at CERN

• pp̄ collisions at√
s = 14 TeV

• 40 MHz bunch
crossing rate

• L ∼ 1032 cm−2s−1
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LHC at CERN
• large bb̄ cross section: σ ∼ 500 µb

• signal/noise ratio: σbb̄/σinelastic ∼ 5 × 10−3

• 1012 bb̄ pairs per year
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LHCb challenges
LHCb detector located in DELPHI pit:
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LHCb challenges
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LHCb challenges
• Study physics performance

depends on
• trigger performance (efficiency, event

rejection. . . )
• tracking performance (efficiency, ghosts,

momentum resolution)
• material budget

⇒ use detector and event simulation
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LHCb challenges
predicted rates for 1 Snowmass year:

• 1012bb̄ events per year
• at 10 MHz of visible pp̄ crossings
• Level 0: 40 MHz input, reduce to 1 MHz

• Level 1: reduce 1 MHz to 40 KHz

• HLT: reduce to 200 Hz

• Data volume:
200 Hz × 1 Snowmass year = 2 × 109 events

• at 50 KByte/event → O(104) TByte/year
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LHCb challenges
• enormous amount of simulated data needed
• detector simulation: ∼ minute/event/1GHz

• trigger studies
• background studies
• mass reconstruction efficiency studies
• cp-reach, rare decays, etc. etc. . .

⇒ too much data for CERN alone J_7
Entries  6551
Mean    2.918
RMS    0.2905
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Computing Challenge
• use distributed computing resources (cpu,

storage)
• need high bandwidth connections between

computing centers
⇒ birth of GRID. . .
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Computing Challenge
GRID: nice idea, but no easy meat. . .
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DIRAC ’03 (No LCG usage. . . )
Distributed Infrastructure with Remote Agent
Control. . .
Different from DataGRID philosophy:

• jobs not time critical
• many more computing jobs than computing

resources
! use “PULL” concept instead of “PUSH”.

• run job-agents at each participating site
• job-agents request jobs from central job-server
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DIRAC ’03 (No LCG usage. . . )
• Production task definition
• Software installation on production sites
• Production steering
• Job scheduling
• Job monitoring
• data transfer
• bookkeeping
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DIRAC ’03 (No LCG usage. . . )
• use simple system of job submission

13
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DIRAC ’03 (No LCG usage. . . )
Job description in ’sandbox’:
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DIRAC ’03 (No LCG usage. . . )
• use the “PULL” approach:
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LHCb DC03 Goals
Goals:

• Produce 30 million minimum bias events
• 10 million BB̄ events
• 38 different signal event channels (50K each)
• use data for “re-optimized TDR”
• physics reach studies

Usecases of LCG-2 at GridKa – p. 8



LHCb DC03 Goals
Participating sites:

CERN Imperial ScotGrid
Bologna Lyon RAL

Karlsruhe Barcelona Rio
Cambridge CESGA Bristol

Oxford VU Amsterdam . . .
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Intermezzo: GridKa

GridKa Computing School, September 29- October 1, 2003, Karlsruhe, Germany

Forschungszentrum Karlsruhe

in der Helmholtz-Gemeinschaft

GridKa Hardware 10/2003

Installation &

Management

170 TB Tape

110 TB Disk

460 Processors

Development Environments

4x LHC

4x nLHC

1 Gbit/s

dedicated

CERN

Internet

1 Gbit/s

Gbit Network
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Intermezzo: GridKa
• But software did not use hardware optimally

→ run < 50 jobs because of limited disk i/o
• major debugging necessary to solve bottleneck
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Intermezzo: GridKa
• Each WN accessed FS simultaneously for

read/write
• data through-put to FS limited by FS

⇒ write data to local disk first
! copy data to FS at end of job
! mainly hacking of job-submission software. . .
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Intermezzo: GridKa
But:

• excellent cooperation with
GridKa:

→ use three different FS (1
big slow, 2 small fast
servers)
• while WNs write to

fast FS
• move data from 2nd

fast FS to slow FS
• alternate writing to

fast FS1 and FS2

H.Marten, Institut für Wissenschaftliches Rechnen VIDMAN Meeting, January 15, 2004

Forschungszentrum Karlsruhe

in der Helmholtz-Gemeinschaft

Online Storage: traditional I/O Design

Compute nodes

ExpansionTCP/IP/NFS

~ 30 MB/s r/w

bottleneck

disk access

bottleneck

Alice Atlas
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DC03 Results

H.Marten, Institut für Wissenschaftliches Rechnen VIDMAN Meeting, January 15, 2004

Forschungszentrum Karlsruhe

in der Helmholtz-Gemeinschaft

Usage Example: LHCb Data Challenge�03 Usage Example: LHCb Data Challenge�03 -- ResultsResults

� A total of 47 Million events have been produced in 
two months

� 18 centres participate and 80% of CPU outside CERN

� 36 600 jobs have been run and each job:

� producing between 250 and 500 events 

� using from 32 to 56 hours on 1GHz PC

� It would have taken more than 170 years on a single 
PC
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DC03 Results
• GridKa contributed ∼ 18% of produced events

Very successful!
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DC03 Results
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Data Challenge ’04
GridKa improved internal data through-put:

H.Marten, Institut für Wissenschaftliches Rechnen VIDMAN Meeting, January 15, 2004

Forschungszentrum Karlsruhe

in der Helmholtz-Gemeinschaft

Online Storage: Scalable I/O Design

Compute nodes

ExpansionTCP/IP/NFS

file server cluster

SAN/SCSI

Fibre Channel

RAID 5 storage
Alice

Atlas
striping + parallel file system;

350-400 MB/s I/O measured
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Data Challenge ’04
LHCb modified DIRAC to include job submission
through LCG

Resource Broker

WN

WN

WN

DataGRID

Replica catalog

DIRAC on the DataGRID
Production service

Monitoring serviceBookkeeping service

Castor

DataGRID portal

job.xml
JDL

Replica manager

CERN SE
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Data Challenge ’04
• accomodate LHCb specific software with
• “sandbox” technology:

• job description
• launch script

• use Grid software for transferring data to CERN
• but: need sandboxes for log files. . .
• DataGrid not very stable

• Resource Broker unavailable
• Proxy expires before job is over
• large variation in available CPU power
• some WN have no outbound IP connection
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Data Challenge ’04
Circumvent GridPortal. . .DIRAC on the DataGRID (2)

DataGRID portal

Production service
Monitoring serviceBookkeeping service

Castor

WN

WN

WN

DataGRID

Replica catalog

Resource Broker

JDL
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Data Challenge ’04
DIRAC ⇐⇒ DataGrid
PULL ⇐⇒ PUSH
decentralized job ⇐⇒ centralized job

Site A

Site B

Site C

Site D

Status information:
• resources ;
• jobs .

Information Service
Resource Broker User requests

Jobs

User requestsUser requests

Site A

Site B

Site C

Site D

Site A

Site B

Site C

Site D

N jobs

M sites

NxM matches

DataGRID approach
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DC04 Experiences. . .
• Job submission software more complicated. . .
• site configuration much easier
• DIRAC also on DataGrid middleware

→ non-trivial exercise. . .
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DC04 Experiences. . .
By using LCG, many more sites may contribute to
data challenge
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DC04 Experiences. . .

• many updates of
DIRAC software

• hiccups in data
transfer to CERN

→ ∼ 1300 files
waiting to be
transferred from
FZK to CERN. . .

→ transfer can not
keep up with data
production!

Usecases of LCG-2 at GridKa – p. 12



DC04 Experiences. . .
LCG related problems:

• Resource Broker bottle-neck
• Determine Ranking (which site gets the LCG

jobs?)
• Faulty WM sucks up all LCG jobs
• Software installation
• Site configuration (not always according to

LCG-2 specs)
• Proxy expiration
• 10% of jobs aborted at ’job-finilization’ stage
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DC04 Experiences. . .
Hardware problems:

• RB server machine
at CERN suffer
from high-load
problems

• log-file server sshd
problems

• Bookkeeping dbase
problems

• HW problems at lo-
cal sites
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DC04 Experiences. . .
DIRAC & LCG contributions:
DIRAC LCG
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DC04 Summary
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DC04 Summary
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DC04 Summary
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DC04 Summary

Usecases of LCG-2 at GridKa – p. 13



DC04 Summary
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Conclusions
• DC03 was very successful
• DIRAC works! (“PULL” vs. “PUSH”)
• DC04: many hiccups/problems solved
• include running on LCG (non-trivial)

To do:
• skimming of data
• incorporate distributed analyses
• employ more gridtools
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