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The Grid deployment cycleThe Grid deployment cycle

Strategic decision on a set of 
individual components

Component certification

Component integration

Extensive local testing

Packaging and installation 
procedure

Deployment in a 
few  pilot sites Pre-production service

Large scale deployment

Service open to experiments' 
data challenges

Extensive certification

Results and reviews



Cycle timingCycle timing

•Jan 2003 GDB agreed to take VDT and EDG components
•September 2003 LCG-1 

Extensive certification process 
Integrated 32 sites ~300 CPUs  first use for production

•December 2003 LCG-2 
Deployed in January to 8 core sites 
Introduced a pre-production service for the experiments
Alternative packaging (tool based and generic installation guides)

•Mai 2004 -> now monthly incremental releases (not all distributed)
Driven by the experiences from the data challenges
Balance between stable operation and improved versions (driven 

by users) 
2-1-0, 2-1-1, 2-2-0, (2-3-0)
(Production services RBs + BDIIs patched on demand) 
> 80 sites (3-5 failed)

Taken from 
M. Schulz



Key pointsKey points

Strategic choice of components at the beginning 

Extensive testing and 
validation before deployment

Fast and easy feedback from 
experiments and remote sites

Constant communication channel 
between users and developers 

Operation and User support

Include experiments in the loop 
as early as possible and at every 
stage 

Developers should be committed to 
help in fixing problems at all 
stages of the deployment and 
production process



Installation in remote sitesInstallation in remote sites

Concern from the 2003 review: “Installation is too complex”

Installation complexity was almost exponential with the remote site size

Relatively easy to install Grid software in a dedicated farm built from scratch

Very difficult to deploy in an already large running computing center

• Compatibility with other software components

• Security

• Lack of flexibility of the installation tool (LCFG-ng)

• etc…

The situation is much better today and is still improving

Was a crucial problem for 
Tier-1s



Adding a new siteAdding a new site

Software installation at remote sites and configuration

Registration Virtual Organization - Grid Operation Center …

Site certification

Publication in the information system

Site monitoring

This procedure is now becoming routine

Success: 80+ times – Failure: 3-5 times

Taken from 
M. Schulz



Computing Resources in LCG Computing Resources in LCG –– Nov 2004Nov 2004

Total:
91       Sites
~9500 CPUs
~6.5    PByte 

LCGLCG--2 Status 18/11/20042 Status 18/11/2004

Taken from 
M. Schulz



MonitoringMonitoring
In such a complex system, the monitoring is crucial Taken from 

M. Schulz

A large effort has been undertaken to develop the necessary monitoring and site probing tools

Off-site problems are traced using a problem tracking tool – Daily remote site re-certification



Operational experience from Data Operational experience from Data 
ChallengeChallenge

• Real production is different from certification tests
– Usage characteristics of  real production can’t be simulated

• Time matters
– Delays in support and operation are deadly during DCs
– Several iterations needed to get it right 
– Communication between sites, operations, and experiments matters

• not all players handled DCs with same priority (communication 
problem)

Taken from 
M. Schulz

LCG-2 middleware has been improved continuously during operation 

Now reach a good level of stability

But still suffer from imperfections

Some are related to fundamental architecture problems 
and will hopefully be addressed by EGEE future middleware

The LCG-2 grid is large enough to see most of the operational problems

The whole grid has been 
successfully operated for months

Global job efficiency is ~50-75% Manageable for production type activity 
Incompatible with analysis type activity



Data Challenge Overview (1)Data Challenge Overview (1)
The 4 LHC experiments were very active in DC but with different approaches 

CMS

75 M events     
96 TB in POOL

25 Hz reconstruction in Tier 0

Quasi real time DST analysis in Tier 1

Some tests of DST analysis in Tier 2 

Achieved 20 minute latency from Tier-0 
Reco to job launch in Tier 1/2

Significant performance problems seen in  
Catalog Service and Replica Management

ALICE

Focus on data flow 
management

Test and validation of the full computing model on 10% of a data sample collected in 1 year

Whole system running with ALIEN

LCG resources accessed through and ALIEN-LCG interface

Mainly from 
D. Barberis



Data Challenge Overview (2)Data Challenge Overview (2)

LHCb MC Production (done)

Pre-selection (to start soon)

Analysis (in preparation)

3 phases:

Some production done in DIRAC specific sites

Some in LCG-2 nodes through an LCG-DIRAC 
interface

ATLAS

10 M events       
50 TB in POOL Try to use the 3 available Grids: 

LCG-2, NorduGrid and Grid-3

Developed a high level job submission system  to 
use all of them



Lessons learned from DC (1)Lessons learned from DC (1)

Taken from 
D. Barberis

A huge amount of events have been processed 
on the LCG-2 Grid

Very Big SUCCESS !!!

Main sources of failure:



Workload Management System Workload Management System 
Taken from 
D. Barberis



Data Management SystemData Management System
Taken from 
D. Barberis



Lessons learned from DC (2)Lessons learned from DC (2)

Most of the issues seen in Workload Management, Data Management and Information 
Systems will be addressed in the the next middleware generation (gLite)

Should make sure that the current middleware problems are understood and 
actually addressed

As in many complex system, even if each component is working well individually, the 
problems appear in the interaction between the components

The site mis-configuration problems which were a large source of job failure are 
addressed by improving the monitoring and site probing tools

A real effort has been undertaken on this field and is starting to give positive results

It is very important to keep the current DC production grid up and running 

• Continue to gain experience in operating this complex system

• Improve the diagnostic in problematic area in order to give a acute input to gLite 
developers

One cannot expect everything to be working well 100% of the time, the software should be 
fault tolerant



General commentGeneral comment

Given the complexity of the system

It may be a good idea to define a minimum set of basic functionalities to be achieved 
absolutely in order to preserve the LHC data quality

Devote the necessary effort and make priorities to implement this basis

Focus on stability and reliability

Add new functionalities only when they are absolutely necessary

Delay what is not crucial



Comments on using multiple Comments on using multiple 
GridsGrids

Taken from 
D. Barberis

Taken from 
D. Barberis



SummarySummary

An impressive achievement !

Proposed recommendations

Include experiments in the loop as early as possible and at every stage 

Developers should be committed in fixing problems at all stages of the deployment and 
production process

Make sure that the current middleware problems are really understood and actually 
addressed in next generation

Keep the current LCG-2 grid up and running

Focus new developments on crucial issues 

Work on interoperability of the grids and converge on a common interface


