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Overview (1/5)

grid-it.cnaf.infn.it

•26 RCs

•664 CPUs
30 TB

+Tier-1
(890 CPUs
60 TB)

•14 VOs

•+VOMS,DAG,
MPI,DGAS
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Overview (2/5)
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Overview (3/5)

The trouble ticketing system is based on OneOrZero Helpdesk tool 
(www.oneorzero.com), coded in PHP, using MySQL, customizable, free

Access allowed to registered members approved by administrators:
• End-users: they create the tickets describing problems or suggestions 

• Supporters: fix the problems, or redirect somewhere else

• Site Managers: act as supporters for a given RC, and exchange tickets with 
Operatives for operational issues

• Operatives: people of ROC/CIC Central Management Team and Release & 
Deployment Team, exchange tickets with Site Managers and Supporters
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Overview (4/5)
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Overview (5/5)

Groups

Users Supporter Teams Operative Teams

End-Users

Site Managers

VO applications

VO services

Central Management

Release & Dist.

Grid Services

Grid sites

VO services

VO applications

Grid sitesGrid Sites

VO Services

VO ApplicationsEnd-UsersEnd-Users

Site ManagersSite Managers

The User

(14)

(14)

(26)

~ 40 people
+ site managers
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Usage Report (1/5)

Statistics after 1 year of operations

~10 tickets a week  on average
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Usage Report (2/5)

14 items
42 FAQs

Knowledge base:
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Usage Report (3/5)

Statistics after 1 year of operations
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Usage Report (4/5)

Operative teams

Grid services

Grid sites

VO services

VO applications
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Usage Report (5/5)

Support up to now on best effort basis, supporters answer in their
working hours (8x5), if not busy with meetings, conferences, etc…

At a rate of ~10 tickets a week it is enough, better human
resources management required in future with the grow of the grid

We are happy with our system, and would like to receive a ticket 
even for support requests from GGUS or other ROCs/CICs

We also would like to forward tickets to GGUS, CDS, other
ROCs/CICs support systems when needed, i.e.:

• middleware issues
• grid services managed by other ROCs/CICs
• problems in RCs of other ROCs

We do not want to have an account on every other system or look at 
overloaded mailing lists
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Interfacing with GGUS (1/3)

ROC Managers approved the User Support Task Force outcome:
• to use the local Helpdesk Systems in conjunction with a central

integration platform at GGUS
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Interfacing with GGUS (2/3)

First Pilot Interface between INFN Helpdesk System and GGUS 
ready by the end of this week

Based on Web Services at GGUS side, several advantages:
• sample code available for PHP / Perl and other computing languages

• very fast: 600-1000 service requests/sec on the GGUS Servers

• easy to adapt 

Based on e-mail at INFN side (importing tool)

XML or Text exchange format

The main issue is the Ticket Fields Mapping between the two 
systems
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Interfacing with GGUS (3/3)

Ticket fields map

•Missing fields identified
and added to INFN system

•Same activity going on for 
other ROCs to speed up 
interfacing process

•GGUS doesn’t need to know
about local ROC support
internal structure



02/11/2004 Marco Verlato (INFN-Padova) 16

Conclusions

INFN-GRID Support System Infrastructure in place since 1 year, 
more than 500 support requests handled

Front End for both Users and ROC/CIC Operation managers

Pilot Interface to Central GGUS System almost completed

Interfaces between GGUS and other ROC Systems will follow soon
(straightforward for SWE System based on OneOrZero too)  

GGUS interface with ROCs is not enough, we need also an interface 
with CDS, GOC, Experiments (mostly using Savannah tool)

The final goal is having all above various support components within
EGEE interfaced with each other


