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Online VieneHngRPESEH PN

+ Fast reconstriction: coderwWniChNSEURRING
on the GDCs (Alice DAG@ EventBullders)

+ Takes the raw-data elther just aitereven
building (threugh DATE menitering

interface) or within AliMIDE belore senaing
the event to the CDR

+ Presumably based' on HISTF algorthms

+ The output can be boeth menitering
histograms, ESD and why not trigger
decision
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Online VieneHnER@LECHVES

+ Almoest Instantaneols feedpack and CECHK
of:
— Raw-data consistency.

— “"Raw” detector perfermance: digit maps, faw.
signals, dead regions and etec.

— General detector performance: nUMDbEr off
tracks, spectra, invariant mass resplititions)
global event parameters and etec.

+ Reconstruction, analysis and Wiy net
filtering of the incoming events
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Online MeNIeHRERSIELNS

+ Algorithms:

— So far HLTF algerthmis eniy e P and NSNITopENIRID
and MUON are; coming)

— The online moenitoring reconstruction e PEIs based on
the Hough Transform) tracker

— As ITS tracking the version presented yesterday s usead

+ Framework:

— Thomas already prepared al stand-alone GRE execlitable
which catches the events from DATE and provides an
interface to raw-data payload

— The algorithms are already implemented in both the
GDC executable and ALIMDC
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ImprevementSHNENZWEE Bl
PIECESSING

+ S0 far We shiewed thertime
performance of the HiFtsellE
assumingr thiat werhaveliPeiaaia
nicely prepared and sorted mrarays

+ However, in the real lifie the e raw
data will come compressed by AlLREG

— Obvious need in optimization off
the raw data reading and decoding
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ImprevementSHNENZWEE Bl
PIECESSING

Tihe reading and decompressineg eiRainreEVentawith
dN/dy~8000" ((~70IMByrtypiIcaliNaWa st abots
100s on the GIDEs

We've used Intel’s Viiune profilingl tool ter IdERTIRY,
and correct most: of the “hot spets”

Most of the problems were soelvead easiiy-

Significant improvement alse: By using paktialiy
LUTs in\the addressing of Huffiman deEcCodingrtree
and processing the input raw-data onryte=-By-
byte basis

At the moment the speed of the raw-data
processing is limited by the Huffman
decompression algorithmi (wWhich new:seems, quite
optimized)
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ImprevementSHNENZWEE Bl
PIECESSING

+ After the ImproVvementsrtheraw-aaisa
I/O and decompression Were
speeded up by a fiactor o >10

+ The time needed te process; the; rawes
data-is roughly: equalf torthat o
reconstruction
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VieRIeHAGNANIEEES

+ Since the Alice GPEs are duair ekl
Machines and daita’ traiiic takes GRiNAaNEW,

06 of the CPU

— We studed and Impemented the
possibility to run the; Hotgh trackerrinra

multi-threaded: fashien  (basically insZ
threads)

+ As Fons proposed we used the Reot
T.Thread class

+ As expected, we got a solid factor oiE281n
the computing time
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Demo

+ HIJINGparamrevent diN/ay=21000)
0.5

+ TThe whole reconstruction chalin o

‘PC HT + ITS

+ At .the end of the reconstructionFwe
fill the ESD and store it tegether wWiith
the raw data in the eutput file

7/12/2004 HLT Workshop




Conclusionsiancei@uliook

LLetis assume that 1R PbPb collisienrrunshWeErget e ter o
200Hz of centrall events withraverage multipliciy/ aeout
dN/dy~4000

Then in order to cope withy the rate and Using the pPreseEnt
hardware we would need apboui 2005z = 8s =S 600NEDIES

Of course, these are needs to run ey PE NS
reconstruction

On the other hand, one can extrapolate the present statls
to 2|O)O7 (according to Moore's LLaw' and! promises: givVERH DY,
Inte
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Moore’s Law

~1.1x Moore's

Q1'03 Q2'03* 3 Years*
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Intel® Architecture MP Server Processor
Roadmap
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Linpack Projections

W
o

un

NN
o

——
| .
(ah )
-
-

U A

[ . = |

(T,

b 5

O =

o

x

L

=

Ttanivm@E™ Itanium 2* Madison™ Madison 9M Montecito

*Actual data Processors

All projections based on Intel estimates. e padison oM and Montecits roughly use ltanium 2 processor efficiency and scaling values.,
with some extrapolaton for bandwidths

7/12/2004 HLT Workshop




