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Castor at PIC in numbers

• Castor version 1.7.1.5 since Jun 2004

• 1 StorageTek L5500 silo since Mar 2003

• 14 TB stage disk -> 50 TB

• 2 tape drives (9940b) -> 5 tape drives

• 500 tapes ~ 100 TB 

• Using MySQL-max 4.0.20 as database

Castor installation

• Central machine at pic170
– stager
– name server
– mysql database
– tape server (tpdaemon, rtcpd)
– vdqm
– vmgr

• Support machine pic149
– tape server
– main disk server (~ 3T)

• Other disks servers
– pic105
– pic104
– disk space distributed among worker nodes (~10 T)
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Castor installation (notes)

• Only 1 stager

• Each major project has its own stage pool 
– quota

– migrator reasons

• We plan to move it to 1 stager per project, in 
independent machines

• The goal is leaving pic170 for database-
related daemons (Cupv, vmgr & name
server) and a generic stager for small
projects

Castor Support at PIC

• Francisco Martínez (me) is the Castor 
administrator at PIC.

• As backup and in case of need, Andreu 
Pacheco has provided administrator 
support.
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Past issues with Castor

• A configuration error on the device type in 
/etc/TPCONFIG file 994B instead of 9940 
used the tape drive inefficiently for 8 months

• A missing kernel patch in the Castor tape 
servers made the tape servers inoperative 
after the introduction of 9940 device type

• Mysql had a problem with the database not 
growing atomatically its table space

• Problems with Cdbserver too (it’s database 
can’t grow more than 2 Gb, and it happened 
twice)

Current outstanding issues

• Small files problem
–Projects are storing files in Castor of very 

small size (medimg, cms)

• Vdqm, in some cases, does not 
optimize the usage of a mounted tape 
to satisfy all requests from this tape. 
i.e. Several stage requests on the same 
tape appear as several physical mounts
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What would we like

• Fault tolerance in the Castor components, 
hardware and software level. Automatic 
recovery at reduced functionality. 
– Specifically, disk servers automatic recovery.

• Possibility of more of one copy of a file in the 
stager among different disk servers (like 
dcache) 
– performance 
– reliability

• Coherent logging system for easy checking
– Sometimes our stager is put in “pause mode” with 

no specific log entry.

What would we like

• Performant small files in terms of tape usage 
and name server

• No fixed stage pools: quota and migrator
independence to pools

• Introduction of a finite state machine at a 
component level for control
– Components should be able to reply to a query to 

their state
– Transitions from state to state should be easily 

defined
• Integrated & unified configuration 

management system. Do not use local text 
files anymore.


