
 
In order to be ready to fully exploit the scientific potential of the LHC, significant resources needed to 
be allocated to a series of Service Challenges. These challenges should be seen as an essential on-going 
and long-term commitment to achieving the goal of a production quality world-wide Grid at a scale 
beyond what has previously been achieved in production.  
 
Whilst many of the individual components that make up the overall system are understood or even 
deployed and tested, much work remains to be done to reach the required level of capacity, reliability 
and ease-of-use. These problems are compounded not only by the inherently distributed nature of the 
Grid, but also by the need to get large numbers of institutes and individuals, all with existing, 
concurrent and sometimes conflicting commitments, to work together on an incredibly aggressive 
timescale. 
 
The service challenges must be run in an environment that is as realistic as possible, which includes 
end-to-end testing of all key experiment use- cases over an extended period, demonstrating that the 
inevitable glitches and longer-term failures can be handled gracefully and recovered from 
automatically. In addition, as the service level is built up by subsequent challenges, they must be 
maintained as stable production services on which the experiments test their computing models.  


