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Deployment status

Context

» Using a shared batch facility, both for grid and non grid jobs

+ scheduling is based on each VO’s CPU share, regardless of the
submission method (i.e. grid or local)

= We support the 4 LHC experiments
¢ although their shares are not equal

Computing Elements
= RH7.3: 50 dual-processor worker nodes
+ We intent to phase this CE out by the end of march
= SL.3.0.3: 300 dual-processor worker nodes

+ All the Linux-based batch facility is usable through LCG middleware
¢+ The 50 WNs currently running RH7.3 will be added to this CE

= Both managed by BQS (our local LRMS)

+ Qperations people (including on-call team) monitor the grid and the non-
grid production
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Deployment status (cont.)

Storage Elements
» HPSS-backed SE (gridF TP server interfaced with HPSS)
» Classic SE (~2.5 TB)

= |mport/export storage element (access to HPSS and
semi-permanent storage)
¢ used by CMS, but not declared in the site information system

Non-LHC supported VOs
= dzero, virgo, biomed, esr, egeode, cdf (being deployed)
Core grid services for non LHC VOs

= VO management service for biomed and egeode
» Replica management service for biomed

IN2P3«

F. Hernandez 4



Deployment status (cont.)

Integration of local tools/environment
» Resource management system
+ Jobmanager and CE information provider
Collection of accounting data
+ Extracted from BQS accounting data base, formatted and sent to GOC
AFS for experiment software installation
+ Same software shared by all worker nodes
HPSS as storage element back-end
+ Modifications to gridFTP server
Integration with the local installation tool
+ for installing the worker nodes
Every middleware release are deployed in our integration testbed before
going to production
Preparing deployment of LCG 2.3.1

= Certification authorities related modifications are already deployed in
production
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Resource Usage for 2005

LHC usage in Jan-Feb 2005: 18% of computing
centre’s capacity

CPU Consumption by LHC Experiments
(Jan-Feb 2005)
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Involvement in LCG/EGEE operations

Developing and operating the portal for Core
Infrastructure Centres (CIC)

= hitp://cic.in2p3.fr

= Definition of operational procedures and tools for
supporting them

+ Active participation to the weekly GDA meeting

+ Developing tools for collecting information on the available grid
services and providing a view according to several target
audiences

— End-user, VO, ROC, CIC on duty, site administrator, ...
+ Working with Piotr for improving the test service

— '(I;%)Is Sfor integrating the tests results and triggering tickets through
U

— This is being used in production from this week on (we are CIC on
duty this week)
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LCG/EGEE operations (cont.)

Core Infrastructure Centre (cont.)

= Actively contributing to the CIC-on-duty activity
+ with CERN, CNAF, RAL

¢+ This gives us the opportunity to use the operational
procedures/tools and improve them

Coordination of EGEE/LCG operations in France
* |Including 2 LCG Tier-2 candidates
= Support for 10 more EGEE sites

Hosting the EGEE all ROC managers meeting on
march 17t and 18th
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LCG/EGEE operations (cont.
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Work In progress

Evaluating dCache + SRM + HPSS
Contributing to service challenges

Improving tools for local integration and
validation of middleware releases

Improving/adapting tools for the site grid
operations

* Including tools for standard operations and on-
call people
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Planned work for 2005

Upgrade the site’s infrastructure
= Power & cooling: work started on 2004 and are expected to last until
2006
Upgrade the network link to CERN to 10 Gbps by
September-October 2005

Acquisition of storage hardware

= 150 TB
= Tape drives and servers

Involvement in LCG-3D project
= Currently remotely attending the meetings

= Active work to be started by the end of 2Q2005
+ Currently working on migration of DB infrastructure to a cluster of Oracle
109
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Planned work for 2005 (cont.)

Expressed strong interest in taking part in the
pre-production testbed

* \We need to deploy early to have the opportunity
of doing our local integration

= \We can provide feedback on the “adaptability” of
glLite to (“exotic”) site-specific constraints
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Significant contribution to the operations of
LCG/EGEE

= A |lot of work needs to be done
Expecting major changes with gLite

» Both at the site level and for the whole grid
operations
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Questions
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