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LCG/EGEE User Support infrastructure "T.rcc.

11 The support model in EGEE can be captioned "regional support with central
coordination”. Users can make a support request via their Regional
Operations' Center (ROC) or their Virtual Organisation (V0). Within GGUS
there is an internal support structure for all support requests.

Resource Resource Resource
Centers (RC) Centers (RC) Centers (RC)

Local User Regional
- Deployment
Support Operations Support (DS}
Application Center (ROC] PUPP )
N

Central GGUS Application Specific
Support
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LCG/EGEE User Support infrastructure "T.rcc.

@® The ROCs and VOs and the other project wide groups such as the Core
Infrastructure Center (CIC), middleware groups (JRA), network groups (NA),
service groups (SA) are connected via a central integration platform provided
by GGUS.

1 -q ”'ﬂf.'j;"pz"* @ This ceptral helpdesk keeps.track

of all service requests and assigns

N them to the appropriate support
E") _ ! groups. In this way, formal
communication between all support

S ,4_'| E\ ot groups is possible. To enable this,
Groups | ¢ | .- 2 L each group has built only one
i ~Interface between its internal support

structure and the central GGUS
application.
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L CG/EGEE User Support infrastructure: _._f.

a distributed center ."CG.

1 General idea: 3 main support centers to guarantee coverage and provide a

single point of contact to customers and to local Grid operations. Also for

resilience to failure.

It was decided to have 3 GGUS
teams in different time zones.
GGUS started off at
Forschungszentrum Karlsruhe
in Germany in 2003 and has
had a partner group at
Academia Sinica in Taiwan
since April 2004. A third partner
iIn North America would be
desirable.

GGEUS GGE0E EEUSs
Horth f&merican Farachumgaaen irum Achidaimin Sinica
Partner waniod Farlardlie, Garmaiy Taipai, Taiwan
P e e
- o @ Ot Ll ity
Morth, ! =] = Geus . T -.]-.II_'
CAmerncas W e el el
e o e Eiddle < RS
._.; : : 1] ..r. 4 . E&:I 1':. = |._._. . GBUs
r. . 'I:: :_, ] J ....-'- ) -11--:::I _:Ih
B . ik oAfrica. G
¥ - - #, e
, South 1 5 s oty
RAnencs e . " Australial
i 52 o . chanra
i o
| "'.‘_ -

Pacific Tine CET: UTC #1 Taivean GST
uTe -B CEST: UTC +2 UTC 8

Targot: 24x¥ Glabal Grid Usor Support via time difference and 3 suppaort teams
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LCG/EGEE User Support infrastructure: _J

-
ESC ' i

m Lead by GGUS/Chaired by A. Mills/Flavia Donno (Kick off meeting of
ESC at Karlsruhe - 27 January 2005)

m Goal: To ensure an effective and efficient Grid User Support Service.
The ESC organisation has a limited life. It has been formed for a period of

24 week from 28 January 2005 until 14 July 2005. Its life has been
extended.

m Members: initially 12 people from CERN, UK, France, Italy,
Germany, Czech. Now many more. We have representatives from VOs,
NA3, other Grids (OSG and NorduGrid), Taiwan, ROC_US, other ROCs,
etc.

= We meet monthly to discuss organization issues and problems.
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How It works

or helpdesk

| need help! | send e-mail to

VO-USGI’-SUQQOI’U@QQUS.OI’

Ticket Process
Manager: Monitor
ticket assignments.

Direct to correct

support unit

us.or

VO Support
Units

Support Unit

L ]

GGUS Support:
The Model

E-mail automatically
converted in GGUS ticket

VO Support: Receive tickets VO
related and follows them.
Solves/forward problems VO specific.
Recognize Grid related problems and
assign them to specific support units

ROC ﬁ Middleware Other Grids
Support Units  ¢|c Support Units Support Units

Mailing
lists

_—
B

ClC-on-Duty
They use

GGUS for
their daily
operations.
GGUS support
(TPM)

only informed
and not

active.
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Geus support: 1

| need help! | send e-mail to LCG

Vo-user-support@ggus.org Th e M O d el ..__.

E-mail automatically
converted in GGUS ticket.

Notify users of speciiic problems. Recognize Grid related
actions and ticket status problems and assign them to specific

Ticket Process
Manager: Monitor ticket —\ TPM VO /_ TPM VO Support: People from VOs.
assignments. Direct to Support Receive tickets VO related and follow
correct support unit. them. Solve/forward VO specific

& o support units or back to TPM
f— PRSPy ST B
VO Support & ROC Middleware Other Grids\
units Support Units cic Support Units Support Units

Support Unit

Mailing
lists
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_ GGUS Support: I~
| need help! | send e-mail LC
to helpdesk@qggus.org The MOdeI ....

E-mail automatically
converted in GGUS ticket

@ B

Ticket Process Manager: . VO Support: People from VOs.

Grid Experts. Monitor ticket \\ Receive tickets VO related and follow
assignments. Direct to them. Solve/forward VO specific

correct support unit. Notify problems. Recognize Grid related

users of specific actions and problems and assign them to specific
ticket status support units or back to TPM

e VO Support\ ROC Middleware  Other Grids
Units Support Units clC Support Units Support Units

Support Unit

Mailing

' / - : lists
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What Services are provided to users

http://www.Qgqus.org

LCG

[Z GGUS - Global Grid User Support - Mozilla

W File Edit WYiew Go Bookmarks Tools Window Help

i - @W a §§ B htips: /fgus. fzk.de/pages/home.php

Back Reload

ShHome ‘,!Bnnkmarks lmnzw\la‘nrq o mnzillazine lmnzdev.nrg

Home - Submit ticket

Welcome to Global Grid User Support

What is GGUS?
Read more about the idea and the concept of GGUS

Tickets @ GGUS

» Submit new ficket
» new: Create ticket using the emailinterface. Find details here

Tickets from Flavia Donno {access via certificate)

IL Status Dale Info

4274 solved 2005-08-28 Handover of TPM from ROC-CERN to ROC-SEE 29 August
4209 solved 2005-08-23 Handover of TPM from ROC-CERN to ROC-SEESROC-CERN
41773 solved 2005-08-22 |5 myprosy.cern.ch working properly 7

4109 solved 2005-08-15 Vhy the site RO-01-NIPNE does not appear in the si...
1907 solved 2005-03-21 Please add V'Short descriptiony” field in ticket ...

Open tickets of all users

FAQ/Wiki - Documentation -

o] VO Date Infa

4356 none nfa Mo Info published

4355 none nia MISCELLANEOUS

4392 oms 2005-09-05 7 authentication with the remate server ..
4351 none nfa replication failed

4350 none nla RiGMA, error

4535 none nla published info inconsistency

4337 nane nfa dowen

4336 none 2005-09-02  down

4320 nong nia info not published

4525 none  2005-08-31 GGUS: Failing LCG Site Functional Tests ...
4305 none nlfa wrong LOG_GFAL_INFOSYS

4306 ems  2005-08-30  addendum to #4294

4281 none nfa publizhed info inconsistency

4279 oms  2005-08-29 ahorted jobs with CRAB (accessing FHAL D,
42627 none nia info not published. SE grid002.miindnit...

Contact - Masthead
.

+ Support staff

Latest news

Newes fram Gridka
Mew batch gueues

» see also news at CIC-Portal

Monitoring Infos

» CIC-Portal

» GOC Downtime Report
» GOC Grid Monitoring
» Grid-ICE

r Jobstatus Gridka

GGUS Search

» GGUS-Knowledge-Base u.c.
» Documentation
» GGUS-FAQ - Wiki pages

Updated documentation

Browseable tickets

Search through solved tickets

Latest News

Problem submission via
Web Portal and e-mail

GGUS Search Engine

v show all open tickets

» Search salved ticket

£l 2 B3 @ | Done

L -w-=a
—_—
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LCG

What Services are provided to users

GGUS - Global Grid User Support - Mozilla

File Edit Wwiew Go Bookmarks Tools Window Help

i - ’@ \3 'gg B htps:/igus ok dedpagesdocu. php i - M

Back Reload Primt

“hHome JBDUkmarks £ mozilla.org & mozillazine £ mozdey.org U p d ated

FAQ - Documentation - Contact - Masthead = Documentation
We try to keep this
Home - Submit ticket - Support staff - o page a.S updated a.S
Documentation - under construction pOSSibIe However
.
[Documentation for Grid Users] - [Documentation for %0 Users] - [Documentation for Grid Site Administrators} - [Middleware documentation] - [U=eful Links] GG US iS norma”y not
-+ g .
Documentation for Grid Users notlfled Of neW aval Iable
The Grid Dicti If fused by all Grid 1.2 INFM doc ID: INFRNGRID20030515-1800 PDF, HTRL, T=T
ac:'gclnyr:r(]s, ;f?:lo;lazwsea}:co:ﬁ tahries Cgorirgl udsiceliclnh;ray fclrr;m ! - d OCU m e ntS .
explanation .
GGUS hopes in the help
The LCG-2 User Scenario explains step-by-step how to w1.0 CERM EDMS doc no. 4980581 FDF, PS, HTRL
submit your job and handle your data on the LOG-2 Grid. Of EG EE/U Ser

LCG 2 Tar Distribution This docurment describes how to LS 2 Tar Distribution, I nformation G rou p

install and configure a YW or L using the tar ball
distribution.

LCG-2 User Guide is the primary source of infarmation for w21 CERM EDMS doc no. 454438 PDF, PS, HTRL
the LCG-2 user. It describes the architecture and services of

LCG-2 and presents the commands and tools that are

availlable to the user. It extends the information provided by

the Lser Scenario regarding the steps a user must follow to

successfully work in the Grid.

The LCG-2 Frequently Asked Questions is a list of wl.0 CERMN EDMS doc no. 495216 POF, PS, HTRL
frequently asked gquestions about LCG-2 Grid usage
cormpiled by the LCG Experiment Integration and Support

Team.

The LCG-2 Middleware Overview contains an overview of 1.1 CERM EDMSE doc no. 498072 POF

the main LCG-2 services and functionality provided by the

middleware to Grid Lsers. -
< >
i £l 2 B3 o L 1-»-=aa
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What Services are p

GGUS - Global Grid User Support - Mozilla

LCG

rovided to users

File Edit “iew Go Bookmarks Tools Window Help
Bﬁ:-k - & Rid '§§ B htips /fgus. ek dedpages/alitickets . php
ZhHome \,tE\Dkaarks lmuzilla.urg # mozillazZine lmuzdev.arg

FAQ - Documentation - Contact - Masthead

GEVTER

Submit ticket -

Home -

Support staff
All tickets

Tickets from Flavia Donno (access via certificate)

Open tickets of all users

[[n] Status Date Info [[n] wirtual Organisation  Date Info
4202 solved 2005-05-23 Handover of TPM from ROC-CERN to ROC-SEEEROC-CERN ... 4250 none nia replication failed & rgma + apel non cri...
41735 solved 2005-05-22 |13 myproxy .cern.ch working properly 7 4245 none nia Job list match fails
4109 solved 2005-05-15 Why the site RO-01-NIPME does not appear in the si 4247 none nia Job submission failed
1907 solved 2005-03-21 Please add YVShort descriptiony” field in ticket s... 4246 none nis replication failed (sft-lcg-rm-rep3)
4254 none 2005-05-24 job submission process hangs
4200 none nia Job list match fails, site down
4220 none 2005-05-23 babar13 14 15 umounted O
4207 none 2005-05-22 Al shells on babar, babar2, babat3 are .
Browseable tickets
41575 hiomed 2005-08-19 running status since 9 days for a job of ... [ e A —
4151 none nis replication failed
4149 none nia replication failed
4096 hiomed 2005-03-14 upate of the 1S for ce2.egees.unile
A0EE cms 2005-05-12 LCG submitted jobs to Gridka stuck in "r...
A0ES norne 2005-08-11 Fwe [EGEE-MOC] Ticket GEAMT-717994 detec .
4007 nore nfa MISCELL AMNEOUS
995 none 2005-05-08 Significant number of formerly good root. ..
5954 atlas 2005-05-05 job failures
S942 hiomed nia mallarme . cnb.uam.es: 2119 obmanager-phs-...
FE2E none nia down
S91T babar 2005-05-04 cannot login to babar2
5915 babar 2005-05-04 login and work on babar fzk.de not possi
SE4E none 2005-07-29 Login and work on babar . fzk.de not possi...
534 none 2005-07-28 LCG site redistry
=801 atlas 2005-07-26 gridftpp connection problems
G609 bakbar 2005-07-20 Copying files from outside to Gridk is w...

back

i £k w2 Ea) @2 Done

( == =] &

CERN, LCG Grid Deployment Board — September 8, 2005 - 12



What Services are provided to users ‘LCG

[E% GGUS - Global Grid User Support - Mozilla EJEJB

:EI|E Edit V¥iew Go Bookmarks Tools Window Help

4. 2 _ 93 T o) S -

Print

. q | i Pack Reload
S - Global Grid User Support - Mozilla i, E2 =
— i “hHome ‘.!Bnnkmarks ‘mnzwlla‘nrg tmnzil\aZme lmnzdev.nrg

File Edit View Go Bookmarks Tools Window Help

\a {g% FAQ - Do fon - Contact - Masthead
‘- 3@ . = - y
i Aolnad B9 https:/fgus.fk.c v || 42 Search i @5%

rome | Wbeookmarks £ mozilla.org £ mozilaZine 4 mozdev.org

| Search through
Home - Submit ticket - Support staff
FAQ - Documentation - Contact - Masthead Found 1 solved tickets SO Ived ti Ckets
f L

1e} Experiment Date Infor
G G U S% 407F stlas 2005-08-12 "job proxy has expired” error message
Caswiies
I o
g ! back
Home - Submit ticket - Support staff
USER SEARCH IN SOLVED TICKETS - 3

il «Z E3 @@ Dane - G

Select - all solved - tickets

Search in description |Prosy expired Qo GGUS - Global Grid User Support - Mozilla

5 b i i File Edit ¥iew Go Bookmarks Tools ‘Window Help
BAICH 1N s0lUtion [ale} Y _{
£ 5 a @ : 9l (o) S -
Tickets from user b Reload 3 s /us. fe.ce/p Print
Ticket-ID 0 7 “hHome .,!Buukmarks lmuzilla.urg # mozillaZine lmuzdev.curg
the Job proxy expired”. YWhat does this mean? [5 it related td the proxy 3
in ‘grid-proxy-init which | have to do before | can submit jobs? |s
there an option to use to stop the job proxy expiring?
back

| cannot get the output of aborted jobs using edg-job-get-output. Is

7 5 there another way - it might give a clue to what has happened?

Sz @a [— T T
hark

Solution Flease check section 4.4.3 of the LCG User Guide
Mare details:
Dear User, all details are explained in section 4.4.3 of the LCG User Guide
https:ffedms. cemn. chfile/454439/LCG-2-UserGuide. htmESECTIONO0064300000C
In particular, you can follow the example 4.4.3.1 and use as proxy serer the follow
myproxy.cern.ch You cannot retrieve the output of jobs aborted due to Grid reasor
Sorry. We can try to raise this issue with the developers. Flavia 3
£ ?
i Ll v B3 @B Done [ ]-»-=a
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LCG

What Services are provided to users

GGLS - Global Grid User Support - Mozilla

i File Edit Wiew Go Bockmarks Tools  Window  Help

L.=2 .3 @ ; 3
Back Reload B s ok depages o ¥ Print

FHome JBDokmarks lmazilla.org £ mozillaZine lmozdev.arg

FAQ - Dcumemation + Contact - Masthead -- BB — =x ' ] . . US erI Iin ks

e b by 1 2
A i . 254 . - -
GGUS v oo= 2| Actively working with
k - | arkdacad g t B 4 o Sk 5 1o eom iR
& ph b ac ik 1 10 25 L - - -
Home - Submit ticket - Support staff R e CIC portal deVEIOperS

e 4 o wm o e .

Frequently Asked Questions i hf;.':.:‘.:ﬂ“.:.? : : : ;:» ::.;x R — "f; to pl’OVldG aISO

(This page is currently under construction) :::: : : r‘; l‘: = - ’-3—.;7

..| VO specific help pages

chemat e a1 0 ek o g0 w7

mpeefrcggeom 1 0 43 14 =R

» SiteProblemsFollowlpFan Troubleshooting Guide about Operational Errars on LCG Sites (GOC Wiki)

SO £ Pemigoclowees  [asssssssssss e

» EGEE SEE ROC Wiki
- For Adrinistrators
- For Users

» Freguently Asked Questions for LCG Site Administrators (provided by GridPP)

» Knowledgebase, Site Problems {provided by INFN) G > Jmoazary
ccee Core Infrastructure Center (CIC) Portal E

¥ o mam: atbco Pt 8 B £ ey o b e Umes Wi SHe

» GGUS FAQ System (provided by ASCC)

o wtan e naem oo = -

< ¥
%4 2@a oo [E— T — Aon—

Sie map Ths ot e 8 Wl Ll 1 )bl v b, ol o8
[ nE————
Mok P 1 1 i 13 et o Pt gt et

Saiease

e how o versian 25
B g e A T

This % Bt Bens Cosaled BE 8 DAl of The SAT aclhae @ i
et Feres
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What Services

[ FrontPage - GOC Wiki - Mozilla

i File Edit Yiew Go Bookmarks Tools ‘Window Help

4. 2 .3

Back Reload

are provided to users :LCG.

gg’ & hittp e /fgoc.grid.sinica. edu. te/gocwiki/FrontPage ¥ || 2.5 h P:it -
I “hHame JBDokmarks tmDZiHa.org & mozillazine lmozdev.org
I -
Search Text

Display contead of search results
[ Case-sensitive searching

Operational Documentation and Related Links

@ Admin's Guides for LOG/EGEE
Caollection of
errors, symptoms and solutions
forissues encountered when operating
LCG/EGEE Middleware

@ Troubleshooting Guide

Callsction of
tips bug fixes and patches
related to LCG Software Releases

User related HOWTOs and Guides

® | CG Install Issues

vew |ser Guides

new | ser FAQ FAQs and Trouble-Shooting Help

GridDocumentation documentation link under construction

User toals lUser level taols documentation

@ ESC Documentation User Support documentation

Links

+ LCG Deployment Page

@ hitpfarid-deployment.web cern.chiarid-deplovmentfcai-binfindesx.coi
+ Rollout Archives

@ http e listseny rl.ac ukfarchivesicg-rollout.html

+_Information Swstern Tronble Shooting Guide
g £l <2 EJ) & Done

HOWTOs, installation and Configuration Notes

Ik
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Wiki Pages

When a ticket has been
solved, but the supporter
believes that the solution
contains information

which is worth keeping for
general reference, then the
supporter adds a comment in
the diary to this effect and
assign the ticket to GGUS.
GGUS takes care of compiling
the User FAQ Wiki pages:
http://goc.grid.sinica.edu.tw/go
cwiki/FrontPage




What Services are provided to users :LCG.

GGLUS - Global Grid User Support - Mozilla

@ Flle Edit View Go Bookmarks Tools Window Help

L. » .93

Back Reload

& fhHore | Wbeonkmarks £ mazilla.org £ mozillazine. £ mozdev.org Pro b I em S u b m iSS i O n Vi a
FAD - Docimetation Cotact - Mashet Web Portal and e-mail

§§’ B8 https: //gus. fok.de/nages ticket,phpPgotopg =harne v

a: o GGUS - Global Grid User Support - Mozilla
Home * Submit ticket - Suppeort staff 2B

File Edit WYiew Go Bookmarks Tools Window Help

it ti e . e a # . =
Submit ticket | a2 i B hittps 1 /fgus. fzk. despages /e mail_interface_info.php + || z@.Search o]
User information Ceification Authoritias #| AhHome | w¥Bookmarks #2mozila.org 2 mozillazine 42 mozdev.org
Marrie: Flavia Donna E-Mail flavia. donno@pi. infr.it FAQ - Documentation - Contact - Masthead

CC to: Wirtual | lect (™ %
please sele GGUS
Organisation
. (\ )

Ticket information

Home - Submit ticket - Support staff

Date / Time of Problem 2005 [%IH 08 [%]H 26 [/ |09 [%| 23 % uTC local time and UTC infarmation Y ————
Shart description (required)

Information

Describe your prnhlem GGUS offers to WO users the possibility to create tickets also via email. If an email is sent to one of the following email addresses a

ticket will be created in the GGUS system and automatically assigned to the appropriate YO-support unit. The subject of the email
‘will show up a short description of the problem, the body of the email as detailed description. The submitter of the email will be
notified about the ticket creation by email, including the ticket-ID and a pointer to GGUS

» alice-user-suppor@ggus. org

» atlas-usersuppori@ggus. org

» biomed-user-support@ggus. org
» cdf-user-suppoi@ggus. org

. » CIME-USE-EURpOR@EgYUs. arg
Type of probler: please selact v Priority: less urgent v » enoc-support@ggus.org
» eSr-USersUppoME@ggUs. org
-~ 5 Ihch-user- I
Wi specific problem? Cyes @no > Iheb-user- supportE@ggus. rg

» magic-usersuppon@ggus.org
Upload attachment: {no exefphpitm(l) files please) If the user does not know which %O list to use, then the user can use the generic mail address far GGUS which is called
» helpdeski@ggus. org

Submit -

back

3
g 3 Ll <2 £3 &3 Done [—— Y
e &b 2 ED B Dore C )-»--a8
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The GGUS Search Engine LCG

Ixsle3. cern. ch - PUTTY

* kEREE kEREE EEEEE EEEEE EEEEE EEEEE

~ ~ » clear

~ > ldapsearch -H ldap://SLCG GFAL INFOSYS -b "mds-vo-name=local, o=
grid" -x | more
version: 2

The LXPLU3 Public Login Unix Service
{(3cientific Linux SLC 32.0.5)

filter: (objectclass=*)
requesting: ALL

* *
* *
* *
* *
* *
* *
* A web page containing information about this Linux version on LXPLUS: *
* http://cern.ch/plus/SLC3  html *
* In case of problems, please contact the helpdesk: tel 78888 S
* *
* *
* *
* *
* *
* *

*

*

R S

If you have any feedback not already included there please send it to:

it-dep-fio-lxslc3Becern.ch # local, grid

dn: mds-vo-name=local,o=grid

objectClass: GlusTop

# nsc, local, grid

dn: mds-vo-name=nsc,mds-vo-name=local,o=grid earc

objectClass: GlusTop

In
http://cern.ch/plus : Information on the usage of LXPLUS/LXBATCH
http://cern.ch/ComputingRules : Govern the use of CERN computing facilities

kEREE kEREE kEREE kEREE kEREE

1us056] lsource # plc, local, grid
source /afs/cern.ch/project/gd/LCG-share/2.6.0/513/etc/profile.d/grid_env.csh dn; mds-vo-name=pic,mds-vo-name=local, o=grid
[EESSREDEE] - > ldapsearch -H SLCG_GFAL_INFOSYS -b "mds-ve-name=local, o=grid" - objectClass: GlueTop

# BIFI, local, grid
dn: mds-vo-name=BIFI,mds-vo-name=local, o=grid

ELdapErrnri-anilla 1 make it faSter
and to look

(3): Time limit exceeded

Could not create LDAP session handle

SQF
~ Q

f—Fo-i
Sl =
Q|

" Flle Edt View Go Bockmarks Took Window bl

GGUS Search - Mozilla

T e Ede view Go Bookmarks Took Wi ™ Ple Edt View Go Bockmarks Took Wiow el . o ra,:?uu i N F Ty | pp—— P‘_::“ -
< > .3 ¥ . T + 4 . & A % [ saurch | : . 1
Back Reload B b dejpagesi [¥]]| 8 Search| o 7 _ Forward | Reload & bt o g sinca et ]| 8 Search| T - _ hrome  htockmarks # mezilaorg #mozllazine o mezder.org over a wiaer
" fhhome | whpockmarks #moziong #mazilazing 4 mecdov.org " dhhome | ehpockmarks £ moziong #mazilazing 4 mecdov.org Nex| ﬂ oy
1| Up| Previows| Conterts t f d
o . a Mexr: Ldap Web Taolz and Up: Gn mon wa ldes Previous: Cuery Exaroples  Confents Se O OCS
Manitoring Infos Search S
[—— and DBs
d sinica edu tw Ldap Errors
Web 10 Results
qev when the = eption i g or when the site and port
Could not create LDAF session handle (3): Time limit exceeded sitezgoc.grid.sinica.edu.tw gocwiki bacmmatian symitact is wreng Possible errer message and related mistakee are Bsted i the follow"\g
table.
e exceaded value of th doe Hmit
found in: & D ..

1p.Aigoc. grid ginic Ty .
Could nat create LDAP session handle (3): Time Bt exceeded site: Fesulls 1. 1007 about 360 0.2

X LDAP Frrovs
- _ i - Ldap Frrors
2 FAQ > Could not create LDAP session handle (3): Time lmit exceaded. messing ldaps Mermge Eerer
P SASLDIGEST-MDS authantication started .
Lol nan auasm L A 1371 Thes 1imit sucesded ||mis

& Howy the Data Store Works Active Diractory

== d delete informats s
ol Ldap_sasi_intecactive_Bind_s: Lecal seest mEEIg
r z Ldap_bind: Can't contass LUAY serves wrung nams/pent
‘ » « »
e O o (D) o [ | - 6 O3 2 (D @ hittp:/feew bo.infhn. it/ grd/edgl-4/noded himl | | —
4 B 2 DR T
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Who are the supporters and what do
they need to do ?

[ GGUS - Global Grid User Support - Mozilla . /

?E\‘E Edit View Go Bookmarks Tools  Window  Help

Al

4.2 3@ ‘
i Back Reload B https /4gus. fk de/pagesfsupport. php

i ThHome | WbBookmarks # mozila.org #mozilazine o mozdev.org

FAQ - Documentation - Contact - Masthead
.

TPM
Support

Support Staff

Welcome to GGUS HelpDesk System
¢ Enter the SupportWebinterface Administration GGUS-¥ehsite

*fou don't have web-admin access! -
’ A

=

» Information for supporters

Useful Links for Admins

» GOC ccaunting Sovces  TPM, TPM VO, VO Support, Specialized Support,

» EGEE Support processes and workflows » GOC DB

» GOC Pages
» CIC Follow Up FAQ » GOC Monitoring overvie W ROC ENOC
» CIC Portal » Gridka PBS-Status 1
» Federations and contacts » HEP-VO Managers

LGB0 St Emi Lot el 1 e e *You need to register in order to be able to use the
GGUS portal (GSI or password based)
» Documentation available documenting the duties of
a supporter: docs 1300, 1200, 1100, 8600.
.  TPMs perform shift. Now 2 people from ROC-SE, 3
Home iuiusion people from ROC-SW, 1 from ROC-CE, 1 from
Broadcasting Information 3 I N F N / C E R N
A Sl __+w=s | e Supporter ? If you think you have a good
knowledge in Grid and have time to provide support,
please contact your ROC or directly ESC at:

Broadcast for help to community (provided by CIC portal cic.in2p3 )

Sender Information  SUTFPORT STAFF

To apply as a supporter:
https://gus.fzk.de/admin/apply4staff.php project-eu-eqee-sal-esc@cern.ch
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The supporter interface 'LCG

[ GGUS - Global Grid User Support - Mozilla

:E\\e Edit View Go Boockrmarks Tools Window  Help

B‘a‘c.k - & R:ﬁxd ig': B https /L. fzk. dews foverview. php?ouali=solvedBresultlist=1aticket=4183

. 4tHome ‘!Bookmarks lmoziHa.Drg £ mozillaZine lmozdev.org

[= T
e Print

Responsible Unt:  ROC_CERN
Status: solved

Assigned to yvan calas@cernch

Description: FB n1179.cern.ch down 7

Detailed description:

Hi,

It seems RB kxn1178.cern.ch is down st least since |ast friday.
Selected Yirtual Organisation name (from JOL): stias

** Error: AP|_NATIVE_ERROR ***

Errar while caling the "MSCliert::mutt" native api
I0Exception: Lnable to connect to remate (xn1179.cerm chi 77 72)

= Error LI_NO_NS_COMTALT ==
Unable to contact any Network Server

Are you avare of that?
Thanks,

Cheers,
Diavid.

Solution: The new RB for Y0 Atlas is gdrb09.cernch

You may also wart to look inthe ticket history if there are any
- preliminary solutions - internal diary entries - assignments to person - invalved persons.

[TOP] [Modify ticket]

History Ticket-D: 4183

Date of change / Last modlifier Action taken
2005-08-2213:32UTC nevy (GlobalGridlser Support)
David Bouvet
2005.08-2215:27 UTC assigned (ROC_CERN)
Helmut Dres
2005-08-2218:50 UTC salved (ROC_CERN)
Laurence Field 3171 This maching iz nct an RE
This maching i no longer 3 Resource Braker
2005-08-23 07.06 UTC Ok thanks, but what is the new ATLAS RB?
David Bouvet
2005-08-23 07:06 LTC reopened (ROC_CERN)
Davicl Bauwet
2005-08-23 0717 UTC aalved (ROC_CERN)
Yvan Calas 3892 The nevy RB for YO Allas is gdrb09 cern.ch
<

b £ «Z E2 @@ Transferring data from gus fk.de...

E__ i L 1]

'

VO
cuppait

TPM &

upport
e

» The supporter interface has improved a lot.

* It is still accessible via a web portal (no reply to e-
mails sent to <vo>-user-support@ggus.org from
supporters)

* The ticket history is now clear: it is possible to track
down actions and know the supporter who has taken
them

 Escalation tickets are automatically issued in case
the supporter or the user has not reacted to the
ticket.

* TPMs are always informed about every ticket and
action so that they can intervene.

* It is also possible to browse through tickets (open,
solved, ...) per support unit, keyword, Ticket ID, etc.
* It is still not possible to see the tickets assigned to
a specific supporter. However supporters are notified
via e-mail.
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How are users and supporters trained ?

* NA3 participates to GGUS/ESC discussions. Using material partially
produced by members of ESC in various occasions they have prepared
training sessions for users. One of the event was the Biomed training in
Clermont-Ferrand

http://agenda.cern.ch/fullAgenda.php?ida=a053765

» The next training event for supporters (TPM, VO TPM and second level
support) will be held in Karlsruhe on November 4-5. NA3 at FZK volunteered
to help GGUS with the organization and with the training material

» The CERN Help Desk has been trained to direct users to GGUS.

» Supporters are also trained while doing their support job. They are assisted
by more experienced supporters. They can always ask questions to tpm-grid-
support@cern.ch for technical support. They can contact support@ggus.org £ |
for procedural questions. A GGUS telephone hot line has been put in place.

« Documentation available for the duties of a supporter: docs 1300, 1200,
1100, 8600, 9100

(https://gus.fzk.de/pages/info_for supporters.php). itis

constantly updated.
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Who are our customers at the moment ? :Lcc.
O ' h :
ur Eﬂg;?dcgsgzg?:’gnastt e moment are “o |I'se'.8
* VO Users e

* Generic Users

* Grid Operations follow their own procedures for taking care of tickets. Only ‘ )“I“-;
ROCs are involved in the solutions of these tickets. J

» VO Users receive answers from TPMs normally. If the problems are too
specific to the VO in question, TPM VO takes over. They might solve the
ticket or address it to a specialist in the VO. Tickets can come back to TPMs Y
with more details and eventually addressed to the middleware developers.

[

-
* Production VO Users. They normally report site related problems. These M‘
problems are then assigned by the TPM to the ROC in charge of the specific .
site. Sometimes problems with the middleware arise. The problem is then
followed by the specific developer and eventually a bug or a task in Savannah
Is open. There is still no mechanism in place to connect a ticket to a pEsiiners
Savannah bug or task.

» Generic Users/Beginners. These tickets are normally addressed by the

TPM. The solution is many times found using the GGUS search engine or
explained clearly in the LCG-2 User Guide. In the solution the user is then \
addressed to the right source.
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Some statistics

LCG
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Average processing times VO None
Tickets 2005-07
12:00:00
69:24:16
200 0:00:00
180
180 12:00:00 54:03:26
- 0:00:00
" 160 I
@ 140 1 124 12:00:00
é 120 Tickets per Submitter 00000 22:49:09
i) 100 1 12:0000
2 80 v0000 | 109:54
E 601
< a0
20 s 11 11 5 14 = 5 cous weer o4 cic, 86 Average processing times VO Biomed
1 0 1 0 0 0 '
0 ‘D‘D‘D‘l:-‘lj‘ —= . —— 12:00:00 78550555
73:09:20
> & o N S L 2 S Q0 Q ¢ L O & K 0:00:00 1
Gl @ & & >
F RS QO Y O @ O & & &GP LSS
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Average processing times VO Alice oot oo
0:00:00
2:52:48
@ Average time until ticket Average processing times VO Atlas
2:24:00 2:17:59 status changes to assigned osto
7158:55
1:55:12 —— m Average time until ticket 0:00:00
status changes to in 12:00:00
g 12624 progress 20000 processing times VO CIC
[~ O Average time until ticket I 394829
. status changes to solved 120000 78560
0:57:36 + 0:00:00 10154
0:25:19 0:26:09 O Average time until ticket 12:00:00 1
0:28:48 1 status changes from 20000 | 22
assigned to solved o 354538
OOOOO 0:00:00 4 20:41:38
12:00:00
0:00:00
0:00:00 -




Major problems "T.rcc..
[

A list non exhaustive of the major problems is the following:

-

Sites are sometime very slow to solve problems

2. Second level Supporters are mainly concentrated at CERN (middleware, deployment,
storage, etc.) and overwhelmed with work

3. Thereis no dedicated support. Everything works on a voluntary base: TPMs and Specialized
Support.

4. Supporters training can be effective only if supporters are active. This is not the case for VO
TPMs, for most of the time. VOs have not always answered to the request of providing a list
of people for the TPM VO. Existent TPM VO needs to be much more active and provide
answers.

5. VO Users need to be encouraged to use the GGUS system (I have tried that through mailing
lists). We can only improve with feedback and effective usage. Fortunately we are seeing an
increase of GGUS usage at the end of August/beginning of September.

6. The interfaces between GGUS and ROCs have not yet been completed, for example the
interface to ROC UK. Procedures are being established to forward tickets to ROC US but
more active involvement is needed. A channel with NorduGrid has yet to be not established.

7. Theticketing interface can be still improved, for instance to automatically change the status
of tickets to “in progress” or “solved”. Sometime a ticket stay open because the specific
supporter has forgotten to close it. Fortunately the TPMs do a good monitoring. There is a
long plan of actions on the ticketing interface. However, most supporters feel that the
interface is workable.

8. Still far from having a real distributed support. Taiwan and US need to be more involved.
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ROC Integration status at July 05 icc.

Some ROCs set up an helpdesk system interfaced to GGUS following the
Grid.it example using OneOrZero:

= |T: in production since March 14" =» OneOrZero replaced by xoops/xhelp in August
= SE: in production since April 251
= RU: in production since May 23t
=  SW: in production since July 18%
= CE: almost ready
Some ROCs had different helpdesks inside their federation:

= GER-CH: helpdesk based on Remedy, interface to GGUS ready but not yet
announced

= FR: home developed helpdesk, interface to GGUS ready by September

= NE: helpdesk based on RT open to local users since April, plan to be interfaced to
GGUS asap

= UK-I: helpdesk based on Footprint, planned to be interfaced to GGUS but no
manpower available

For ROCs outside EGEE effort started after last Operation Workshop:

= Asia/Pacific: helpdesk based on OTRS, documentation provided to developers,
interface to GGUS in progress

= OSG: IGOC helpdesk based on Footprints, but not yet clear if an interface to GGUS
for each OSG Support Center is required, or just one for OSG-iGOC is enough.
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The GGUS portal : resilience to failure .l.cc..

GGUS/ESC is now taking part to the Grid Operations meeting.

GGUS/FZK has been unstable. Grid Operations were disturbed by the portal being unstable
for more than a week and unavailable for few days. The instability of the system some
weeks ago was caused by a process running on the REMEDY server that was conflicting
with REMEDY. This has been understood and sorted out.

In the middle of September there will be a backup system that can become operational within an
hour in case the main system has problems.

Furthermore, GGUS/FZK is working on a redundant system consisting of two servers sharing
the load. If one fails the other can take over the whole work. This will take a little bit longer
to set up. GGUS will inform this meeting when the system is operational.

GGUS/FZK is not resilient to network failures. A plan needs to be put in place to create a
clone of the infrastructure somewhere else (for instance in Taiwan). This was an explicit
request coming from Grid Operations to make the infrastructure more robust. This is going
to take some time.
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Improvements introduced in July -1l
2005 -

1. Implementing an Email to ticket interface to be used by 9 VOs

2. Implementing an Email to ticket interface for helpdesk@qggus.org

3. New labels in top navigation and ggus start page

4. Addition of new documentation and wiki pages

5. Implementing a mechanism that guarantees going links to the newest
version of documents within the egee-docs-section

6. Improvement of the user search in solved tickets, which is now more

fault-tolerant and not case sensitive.

7. Presentation of the ticket information/modification/history in a better
viewable form

8. Adding some more javascripts that help user/staff using webforms
correctly --

9. Introducing TPM as displacement/substitute for SOD

10.Help from ROCs to do shift for TPMs

11. New Search Engine

12. Reviewed all TPM VO Support lists. Contact with
experiments

13. ...
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What is going to be available in the _.T_fcc.
next months [~end of September] ? ..

1. Automatize the supporter process of filling in ticket forms via pop-up
help windows (if solution filled in —“would you like to close this
ticket?”, change automatically ticket status to “in progress” if action
taken by supporter, etc.)

2. Reconsider the handling of attachments within the email to ticket

interface.

Improvement of the mail templates.

Prepapation of a new concept for GGUS-News

Defining different ticket end states (won’'t fix, open bug in Savannah,

etc.)

Ensure the availability of GGUS through backup and fail-safe systems

Interfaces to other grids (NORDU/OSG)

Prepapation of a new concept for metrics

Prepare to support the Service Challenge (to be

discussed at the next LCG Operation Workshop).

B W

o1
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It is very important for us to get
feedback

An electronic feedback form is available
on the GGUS portal.
You can always send e-mail

to support@aggus.orqg or
project-eu-eqee-sal-esc@cern.ch

The electronic feedback is completely
anonymous. If you want to provide personal
information you have to do it in the

feedback field.
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Conclusions LCG

We think the functionality and usability of the GGUS system has improved a
lot in the last months (it does not introduce delays beside the supporters
response time — we are trying to provide an accurate metric for this).

GGUS/ESC is functioning quite well. Now we have representatives from
ROCs, NA3, VOs, GGUS/FZK, CERN.

The existent interfaces with the ROCs are very handy and work well. The
ones that are not there are really missed (ROC_UK, OSG, NorduGrid, etc.).
However we are moving forward also on this.

The ticket traffic is increasing (we have many more CMS and ATLAS
customers — still very few from Alice and LHCb). We still do not know what a
real figure would be for the number of ticket one should expect. At the
moment the GGUS infrastructure is well dimensioned, especially after getting
the help of the ROCs for the TPMs.

We would like to have more involvement from the VOs.

People in France have done a good job with the CIC portal. VO specific
views need to be put in place with the help of the VOs. Please, give feedback.

We need more supporters in order to help the supporters at CERN who now
are the main source of knowledge and help.

CERN, LCG Grid Deployment Board — September 8, 2005 - 29



_I_I...

CERN LCG Grid Deployment Board

Global Grid User
'LCG Support

Flavia Donno

for LCG/GGUS Executive Support
Committee (ESC

INFN — Pisa and CERN

CERN, LCG Grid Deployment Board — September 8, 2005 - 30



