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e Whatis the Grid? — Middleware Hour Glass
1. Hype — Software Process
2. Demo — Hardware Resources
3. Prototype —Is GridPP a Grid?
4. A Standard — How does the Grid Work?
5. Evolving — (Security) Interlude
6. Irrelevant — The Challenges Ahead..
» GridPP summary — Philosophy

— Brief.. — Historical Perspective
* Answer?

Tony Doyle - University of Glasgow
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The UK’s contribution to
LHC computing
— 19 UK Institutes and CERN

— collaboration of particle
physicists and computer

scientists

— PPARC funded £33m over

6 years (2001-2007)
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e CERN IT - PPARC funded £5.7m for staff
and hardware

— prototype LHC Computing Grid went live
in September 2003 in 12 countries
— UK sites among the first to join
— Grid Operations Centre based at RAL, UK
 EU DataGrid — PPARC one of 6 main
partners
— GridPP software central to the project

— testbed at more than 40 sites across
Europe with 1,000+ computer processors

— around 100,000 jobs successfully
submitted via the UK to the prototype
EU-wide grid

— 3 main areas

* high energy physics
» biology and medical image processing
« Earth observation

< Grid PP nternztiorzl Collzigorzitiorn)

Tony Doyle - University of Glasgow
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EITHER The new Grid computing
technologies are set to
revolutionise the way
scientists use the world’s
computing resources?

“The technology now being deployed for particle physics will ultimately change
the way that science and business are undertaken in the years to come.
This will have a profound effect on the way society uses information
technology, much as the World Wide Web did.

Grid technology will extend to fields like bioinformatics, digital archive and
biodiversity informatics.”

The Grid’, as it is provisionally known, will work far more quickly and reliably
than today’s internet. It should eventually enable computer users to
receive exactly the information they want from anywhere in the world
within seconds — and without having to go through a tortuous search
process.”

“The Grid will link super-computers on every continent to create the first
‘self-conscious’ and virtual computer system, capable of
exhibiting artificial intelligence”

“A scientist anywhere could access the world’s most powerful
computers. The Grid itself will decide where best to obtain data
and necessary processing power”

“The end is in sight, even for the internet. Personal computers and the
web are outdated technologies”

“When the network is as fast as the computer's internal links, the
machine disintegrates across the net into a set of special purpose
appliances”

“e-Science means science increasingly done through distributed global
collaborations enabled by the Internet, using very large data
collections, terascale computing resources and high performance
visualisation”

"e-Science will change the dynamic of the way science is undertaken"

“We are very excited to be able to participate in such a revolutionary global
collaboration.”

O

R Grids exist and are being
routinely deployed now?

1,865,989 years of cpu time
4 935,832 users

PLEASE NOTE:

— Due to potential security problems user email addresses are not
being shown - you can, however, now have your user name link
to a URL that you specify. See the Account Change page to do
so.

SETIWhome

The Seamh for Extratemestrial Intelligend

Answer in the small print..

Tony Doyle - University of Glasgow
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Business Development perspective:
Grid in the early stages of visibility

VISIBILITY _
! = cames Research Development perspective?:
Sl “™Grid in the trough of disillusionment

Internet
Book

Gene ‘ eBusiness
Speech

Technology ~ DIgITV mcongnition /O%

UMTS W6b3ﬁo/o/<>/

Quantu
Computérs
Peak of
chnology inflated Trough of Slope of Plateau of
trigger expectations disillusionment enlightenment productivity
MATURITY
Take back the web
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Patticle
Physics

PPARC April 1st
News:

he Physics of the Universe

ARC : -
P P TEXT VERSION WHAT'S NEW COMMENTS GONTACT

S

The Particle Physics and Astronomy Research
Council [PPARC] is the UK's strategic science
investrnent agency, By directing, coordinating and
funding research, education and training in particle
physics and astronomy, PPARC delivers world-leading
science, technologies and people for the UK, Based in
Swindon, along with several other research councils,
PPARC operates three scientific sites: the Uk _Astronomy
Technology Centre in Edinburgh, the Isaac Newton

Group in La Palma and the Joint Astronomy Centre in
Hawaii.

PPARC web site was
down..

“Grid Computing
Steps up a Gear”
Enabling Grids
for E-Science in CE
Europe launch

Substance behind
the hype?

The PPARC web site will be unavailable
between 19:00 GMT on Friday 2 April 2004
and 12:00 GMT on Sunday 4 April 2004 due to
system maintenance. Apologies for any
inconvenience.

gear this week, The pioneering
European DataGrid (EDG) project
came to a successful conclusion at the
end of March, and on 1 April 3 new
project, known as Enabling Grids for
E-Science in Europe (EGEE), beqgins,

=of moan

Using this site
Including site map,
quickfinder and access keys

CERN 50th Anniversary
2004 marks the S0th
Anniversary of CERN

Diary
PPARC events and meetings

Funding

How to apply, schemes,
forms, handbook and
adminstration

Je-5 1 login

Prepare and submit
research grant proposals to
PPARC electronically using
the Je-= 1 system
Frontiers

Frontiers, PPARC's flagship
magazine

Grants on the Web
Surrnaries of all current
PPARC research grants

Publications
Free publications, posters

Tony Doyle - University of Glasgow
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Demos at this meeting
established that the
two LHC multi-
purpose detector
collaboartions

 canrun jobs on an
International Grid

e Use common Grid
infrastructure with
secure Grid access

e But doesn’t mean that
the Grid works in
production mode

*  (yet)
e This is however

significaln t Nier

« Thanks esp. to
Frederic Brochu
(ATLAS), Dave
Colling (CMS)++

.~ Lumi= 2.28/pb |
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Patticle
Physics

_ Number of jobs successfully completed

P
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Wrlzre Is irla Grid? 9. Protogiy oo
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(215 mezsurscd 0y 2ndd Users)

crude

Total Number of jobs submitted

Successful Jobs / Jobs submited
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Conclusion: prototype performance,
but with quality assurance mechanisms built-in

Tony Doyle - University of Glasgow




|. Experiment Layer
e.g. Portals

ll. Application Middleware
e.g. Metadata

l1l. Grid Middleware

e.g. Information Services

V. Facilities and F

b oy g T, W
Judi's Calico Fills #1

Tony Doyle - University of Glasgow
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Client
[emmmiie ] [ mimaswtoraie | [ ramosmmmes ]
MMA Cache b E

E Duat Bl projectMasers  Ston Maser” _ “Saton Master® _“File Sorage Server”
P e e | \
i “Optiniwr”
H

e | ] 77 Cumogiumeger [ |

181

ehanced ] oradded 198

Indicates component tha wil be replace ] using PPDG and Grid tools

Name in “quotes” is SAM-given software componen name

¢ BABAR

Today

.

Locate data at sites
Submit jobs remotely.
with automatic
authorisation

Retrieve output

Job
submission

Tomorrow

Specify data

Submit jobs — sent
automatically to best

sile
= Output sent back

[Pnysvmsx I-_—"I Physics analysis tool

g :
' AP
W e ==
Nt .

UK®SE2.

Browser Applet

e e e Datagidboundary .
N 1 | i
_ / CMS data grid job Data+Metadata Submission Applet
Grid-wide File set catalog H -
application and replication id si H Shell Command Interface
metadata policies Boundary of one grid site ;
P o1l ¢ User Tools
Logical file —> HIE :

Decomposed job description: physical file :I =] Service
- Subjobs catalog IR
- Inputiwork/output file sets | ¢ QCDgrid Service
- Data flow graph Grid information :| aff
- Hints and constraints sarvice HIE
- Error recovery rules all s
- Output destination Grid-wide execution service 2|

Scheduled job description: H H

- subjobs mapped to sites #L_| H XDS i

Query estimator [ Grid scheduler ~ Flle replication actions =] H XML Database
~ file sets, tlow graph, - H Server
error recovery rules, etc j+———I'Grid service for output delivery |}
....................................................................................................... » QCDgrid's
XML Schema

Tony Doyle - University of Glasgow
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* Network monitoring essential

— user writes sensor code to
collect or measure networking
information

+ Secure access to metadata

— metadata: where are the files
on the grid?

— database client interface

— “grid service” using standard
web services

— develop with UK e-science
programme

+ Format of metadata requires
{International) agreement
emerging standards

+ Optimised file replication
— simulations required

— economic models using CPU,
disk, network inputs

Tony Doyl - Universay of Glatgow

Tony Doyl - Universay of Glatgow

DISSEIVICE:

+ Information service essential
user writes sensor code to
collect or measure information
~ information is stored in buffers of
appropriate length, duration
efficient access required for all
metadata
— relational model natural for
e.g. network monitoring
information

SECUTILY

User authentication required
— who am 1?

User authorisation required
— What experiment am | in?

— What am | allowed to do?

Automated tools

* Format of metadata requires
(International) agreement
— diplomacy required

R S * International trust relationships
required
— Matrix of trust relationships
— Agreed arrangements when
security is compromised
= certificate revocation

Tomy Deyls - Univarsiey of Glasgow

iddleware Development

P

» software updates and maintenance
Need to configure every component automatically

GOy uraiemanaaement

Server node

+ A consistent interface to
Mass Storage Systems

- Mss
-Castor
HPSS
RAID arrays
SRM
DWF
Enstore

Th Com i it Lot

« Interfaces
GridFTP
“GridRFIO
Jfgrid
0GSA

Efficient access standard

needed

Tony Doyl - University of Glasgow

Tony Doyle - University of Glasgow
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Development Cycle
Iterative Planning/Feedback Loops

1\’181] or release planPlanning & design meetings; workshops

Mmease feedback

~4 months

several months Applications area

Minor release plan
Monthly planning & design
meeting

Minor release feedback

Applications area

Major release

Few weeks

Pre-release testing

~2 weeks Project team

Minor release

Project Meeting

1 week Weekly meeting

Release tag

L
Acceptance tests
N

Nightly regression tests

‘/ Package developer(s)
. —»Unit tests
Tag W C:k—je’smy Package developer

Code

D tati
ocumentation Day(s)

For planning stages, the forum in which the planning is done is indicated.
For feedback stages, the level at which the feedback is managed is indicated.

T. Wenaus 3/2002. Adaptation of Don Wells http://www_extremeprogramming.org/map/loops.html

A More Complete View of the Development Process

High level architecture

RTAG process
Component breakdown Experiment
Initial design architects
Computing

coordinators

e

Planning Developers

Development

PEB » E;n"ly users t
sC2 Cycle ost experimen’
Reviews

Platform, site,
benchmark,
scalability testers,...

All users
All experiments
Production

T. Wenaus 3/2002

Tony Doyle - University of Glasgow
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Fix problems
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Development
Testbed ~15CPU

Integration

Build
System
Unit Test Build
7N Run nightly
add unit \,'_./ build
tested codeto |ii : | & auto. tests
repository ;
Build
system
—

oooooooooooooooooooooooooo

Problem|reports

oo

Individual WP
tests

Integration
Team

Overall
release
tests

Tagged
Releases

Tagged release selected for certification

Certification
Testbed ~40CPU

ooooooooooooooooooooooooooooooo

Grid
certification

Test Group

Application
Certification

Apps. «
Representatives :

Certified

Certified release selected for deployment

Application

Testbed ~1000CPU

oooooooooooooooooooooooooooo

Production

Certified public
release
for use by apps.

Releases

Users

.
.
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1.1.4 1.3.4 1.5.0 2.1.13

14.12 0.24
a— /

— R-GMA replaced MDS « Features (2.1.13) [0.5Mloc]

— Refactored workload mgt. - -
Interactive. MPL. chkot. iobs — Reasonable stability, reliability
’ ’ Pt-) — VOMS incorporated

— Replica Location Service Bua fixes for all services
— Web Service SE ? |

 Stabilisation time on application testbed typically a few months

Tony Doyle - University of Glasgow
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® Mot responding

Daresbury, Lancaster, Liverpool, Globus OK
g via GridPP RE Ok
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SouthGrid
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Cpu usage by groupname for jobs completing each week of
2003

300000 4

250000 1

200000 1
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100000 -
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 High quality data
services
National and
International Role

UK focus for International
Grid development
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Scheduled Mainenance.
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Via Globis.
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This LG manitaring fiap ys#s the gpamen monkaring program
In an adapled form It reads data from a central site database to =l
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Tony Doyle - University of Glasgow



o

WNs on a private network =

ScotGRID , with outbound NAT in place.
EDG 1.4 |+ Various WP2 development coe B
= boxes, o
|+ 34 dual blads servers just
armived, STE FastTS00
expected soon
|+ Shared resources (COF and
Bioinformatics)
WP3 Testbed
=EDG 2.0

Edinburgh: 24TE FastT700 and &-way
server just arrived,

Durham: existing farm available
+ Planto be part of LCG.

Tam Dest - nivarsiny o Giasges

GRID

-

EDG Testbed
EDG 1.4
-]
‘ DAWN

BaBar Farm

DZaro Farm

EDG 1.4 EDG14
m
T ]l | | [oun]

EDG Testbed +GridPP and BaBar VO Servers,
EDG 1.4 “User Interface
SE +Plan that DZero farm will join LCG.

“SRIF bid in place for significant HEP resources
sLiverpool plan to follow EDG 2, possibly integrating
newly installed Dell (funded by NW Development
Agency) and BaBar fam. Largest single Tier-2 resource

Tomy o - Uriarsity o8 Glisgon

GRID

Fmp RAL P

— EDG Testbed

WP3 Testbed
~EDG 2.0

+PPD User Interface
+Part of Southern

l Tier2 Centre within
LCG1

+50 CPUs and 5TB of
disk expected for the
end of year.

+Birmingham: Expansion to 60 CPUs and 4TBs
<Expect to participate within LCG1/EDG2

T Bt - Ursvarsay of Gl g

I

* No infarmation

® Not responding

Globus OK
via GridPP RE OK

# via EDG RBE OK

_ EDGTestbed

EDG 20

T‘ﬂ@[&@

)

~7

Us

CMS/LHCb Farm

BaBar Farm

CMS-Li

EDG 1.4

| TBXWN

+GridPP RC.
«Plan to join LCG1

Tom Gerte - niearsny ot Giasgen

GRIP
BEE

_ _LCGTesthed

LOG 1.0/EDG 2.0 LCGO

WP3 Testbed
=EDG

—Tier-1A

_ EDGTesthed

- _LC:
- *Ulwithin CSF
MM for EDG2

+Top level MDS for EDG.

“Various WP3 and WP5 dev nodes.
VOMS for DEV TB

“hitp://ganglia gridpp 1l ac uk!

Tom Gerhe - niearsn ot Giasgen

_ BaBar Farm
EDG 20 EDG 2.0 BBt ERA 20
+Plan to be in LCG1 and other
testbeds.
e Lo |
CMS-LCGO WP3 Testbed
CMS-LCGO ~EDG 2.0

-~

DLUSEEN

[ ]

EDG Testbed
EDG 1.4

~Cambridge farm shared with local NA-48, GANGA users. B
*Some RH73 WNs for ongoing ATLAS challenge,
*3TB GridFTP-SE.

~Plan to join LCG1EDG2 later in the year with an extra 50
CPUs.

“EDG jobs will be fed into local e-Science farm

arm002.hep phy.cam.ac uk/ca
+Oxdord: Plan to join EDG2LCG1
~Nagies monitoring has been set up,
~(RAL is also evaluating Nagios)

+Planning to send EDG Jobs into
10 WN COF farm.

=128 node cluster being ordered now.

Tany o - Unieresy 8 Clasgow

Tony Doyle - University of Glasgow

St B QUESTH

Ty Deks - Uniearsin ot Otk

e d \C1S

+ Quaen Mary CE also faads EDG jobs to 32 node
e-Science farm

+Plan to have LCG1/EDG2 running for the end of
the year

+Expansion with SRIF grants.(84WN+2TB in Jan
2004, 100WN + 8TE in Dec 2004.)

+http.//194.36.10.1/ganglia-webfrontend

+UCL Network Monitors for
WP7 development

——
+SRIF bid in place for = 200 T
CPUs for the end of the year 5
to join LCG1

Tom Gerte - niearsny ot Giasgen
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A team that have built a working prototype

grid

hundreds of computers across 16 UK
institutions

Allows scientists to access data and
processing power seamlessly, wherever
they are:

No need for accounts at many different
universities

No need for lots of passwords
‘Middleware’ detects where the computing

power and data is available and deals with
security

A project where 76% of the 190 tasks for
the first three years have been completed

Working with other disciplines
— e.g. UK e-Science (Grid deployment)

medical researchers (Grid security)
BT (Grid Info. Services, networking)

. Wzt 1s Gricd PPY

* Mo information
# Not responding
© Globus OK

via RB OK
# Cerlified + RB OK =

tpdat) CHdPp oal
larg
in the UK f

Tony Doyle - University of Glasgow
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%‘;' ) Anyway?

GRID What is “The Grid” Is GridPP a Grid?

http://www-fp.mcs.anl.gov/~foster/Articles/WhatlsTheGrid.pdf

1. Coordinates resources that are
not subject to centralized
control

2. ... using standard, open,
general-purpose protocols and
interfaces

3. ... to deliver nontrivial qualities
of service

1.

YES. This is why development and
maintenance of a UK-EU-US
testbed is important

YES... Globus/CondorG/EDG meet
this requirement. Common
experiment application layers are
also important here.

NO(T YET)... Experiments define
whether this is true -

currently only ~100,000 jobs
submitted via the testbed

c.f. internal component tests of up
10,000 jobs per day.

Next step: LCG-2 deployment
outcome... this year

Tony Doyle - University of Glasgow
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0. Web User Interface... or CLI 1. Authentication
grid-proxy-init

| <8l Netscape: GUIDO: job su o X
File Edit View Go Help |
| " Bookmarks & Location: [lttps : //gu30/jcbs/js1. htal /| € what's Related - -
— G| oRp | 2. Job submission
- % s gfﬂm Locate & Upload Prozy
= B . .

— edg-job-submit
Job descripeion ] Submit Job Locate & Uplaod dl

L] L
e P e : 3. Monltorlng and control
hrrpz:/ign4 hep phc ac ok 78461155198 21614171 gm04 hepphic L
e edg-job-status
-
edg-job-cancel
5
g w3 hep phic ac ok TRAEN 5198 216.141123548708406597 w3 hep phic { | | 3 < Tine S e
vl L]
P = ' - edg-job-get-output
Refresh Job List RetreshStams || Execution Detsils GerQutput || Remove From Job List || Cancel

s 4. Data publication and
replication
) globus-url-copy, RLS

5. Resource scheduling — use of
Mass Storage Systems

hirps-/ignd4 hep phc.ac uk 7946/155.198.216.141/1724501084722097 gm4 hep phic

hps: g4 hep phic. s ok 7846/155.198.216.141/092807660080937 grudé hep phic

hieps w36 hep phic ac uk 7846155198 216 hep phic

hittps #1gw36 hep phic. ac uk 7846155198 216 141/100624697078237 w36 hep phic

{20 a0 @ 2
1

JDL, sandboxes, storage
elements

Tony Doyle - University of Glasgow
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Reconstructlon&ANALYSIS

TIERO/1/2
The HIGGS Centers
A A A
A A A
L
o l "
| ||| L _l
25ns 3us ms sec hour year
'10° '10¢ 103 100 108 '
Giga Tera Petabit
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n 40 MHz ieﬁ°% 16 Million channels . Many events

COLLISION RATE 3 Gigacell buffers

I BN

Charge Time  Pattern

100 kHz — ~109 events/experiment/year

LEVEL1 TRIGGER

1 MegaByte EVENT DATA — >~1 MB/event raw data

1 Terabitls 200 GigaByte surrers  — SeVeral passes required

(50000 DATA CHANNELS) |#%:4 500 Readout memories
- Worldwide Grid computing
EVENT BUILDER requirement (2007):
500 Gigabit/s
| ~300 TeralPS
20 TeralPS (100,000 of today’s fas_test processors
/é{( 4\( EVENT FILTER connected via a Grid)

[ 1 | | ok

Gigabit/s SERVICE LAN Grid Computing PetaByte ARCHIVE
Service 300 TeralPS

Understand/interpret data via numerically intensive simulations:

* e.g. ATLAS Monte Carlo (gg == H == bb)
182 sec/3.5 MB event on 1 GHz linux box

Tony Doyle - University of Glasgow
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B /=98 In — X7 IV AL T) .
Tl
OATLAS
10000 ocms
LHC‘ OLHCb
DALICE
8000 OPhenomenology
5 OZEUS
b BUKQCD
8 6000 - B UKDMC @
) Non | OMINOS
B 4000 LHC ;[/I"SC/E
/ @Do
2000 7/// ;CB::I;:ar
0+ ‘ . |
2004 2005 2006 2007
Total Requirement:
Year 2004 2005 2006 2007
CPU [kSI12000] 2395 4066 6380 9965
Disk [TB] 369 735 1424 2285
Tape [TB] 376 7R 12 2623

4 { J
Y ~ Y ~ y . L | | { Y J \
Hrarnzis: U ornlly
Disk
2500
. OATLAS
2000 - OCcMs
LHc | OLHCb
DOALICE
OPhenomenology
1500 ~ BUKQCD
W UKDMC
N OMINOS
on
1000 | he |:l\l:)/l(lJCE
ECRESST
mCDF
500 v OBaBar
BANTARES
0 ‘
2004 2005 2006 2007
. Yeqr 02 2004
In Internatlonal Country CPU | Disk space | Tape space
ksieoon)|  [TE] [TE]
Context - Austria 7 1 0
Canada 373 25 30
Q 22004 LCG CERN 700 50 1000
Czech Republic 17 = =
Resources: France 140 7 180
Germany 325 45 7
Italy 945 114 200
Japan 127 34 0
Metherlands 210 10 100
". Portugal 2 1 n
Russia 140 29 21
n Spain 137 a 45
LCG Switzerland 18 5 20
. . UK 2042 229 140

Tony Doyle - University of Glasgow
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¢ VOMS-enhanced Grid

V' = Y certificates to access
RAWZAM/2008 | | | oeeeeeeeees Lfvent 1 d b . d
S T e | 1T atabases via metadata
RAW4-2/2/2008 e = .

i CENE |  Non-Trivial..
Collection Set jﬁ:ﬂi.tﬁgﬂélfﬂ_ X
B-> Candidates (Ph - a HE) |
B»j}&(upu) () ,ATagz 2] 1p <7 |“Event 1 Event 2 Event 3
Candidates q
TagM 8| 31 RAW T'er‘_o
K Book Keeping / \ Data Navigation l RIIW R?W (International)
e Tier-1
ETD ETD ETD (National)
Tier-2
Ai)D A(;D Aim (Regional)
Tier-3
TAG TAG TAG (Local)

: ! :

Tony Doyle - University of Glasgow
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« ATLAS Data Challenge

(DC2) this year to validate .
world-wide computing Step 1: Monte Carlo
model Monte Carlo Truth Data Data Challenges

 Packaging, distribution
and installation:
Scale:
one release build takes

10 hours produces 2.5 GB
of files

° gooomppalﬁﬁgg'es, Mloc, MC Event Summary Data. MC EventTags' Data Acquisition
100s of developers and Levelmgger Run Condifons '

1000s of users

— ATLAS collaboration
is W|dely distributed: Step 2- Real Data

Trigger Tags|l| Raw Data
140 institutes, all wanting
to use the software

— needs ‘push-button’ easy Event SuEr;n;aw Data I
installation..

Tony Doyle - University of Glasgow

Trigger System
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Calibration Data
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1. AIiEn (ALICE Grid) provided a pre- o | 1
Grid implementation [Perl scripts] — T
2. ARDA provides a framework for PP B B ety
application middleware =

Tony Doyle - University of Glasgow



“Everything is becoming,
nothing is.” Plato

“Common sense is the
best distributed
commodity in the world.
For every (wo)man is
convinced (s)he is well
supplied with it.”
Descartes

“The superfluous is very
necessary’ Voltaire

“Only daring speculation can
lead us further, and not
accumulation of facts.”
Einstein

“The real, then, is that which,
sooner or later, information
and reasoning would finally
result in.” C. S. Pierce

“The philosophers have only
interpreted the world in
various ways; the point is to
change it.” Marx

(some of) these may be
relevant to your view of
“The Grid”...

Tony Doyle - University of Glasgow
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= rlilstoricz] Parsoacilye

« | wrote in 1990 a program « The first three years were a
called "WorlDwidEweb", a phase of persuasion, aided
point and click hypertext by my colleague and first
editor which ran on the convert Robert Cailliau, to
"NeXT" machine. This, get the Web adopted...
together with the first Web e We needed seed servers to
server, | released to the High provide incentive and
Energy Physics community at examples, and all over the
first, and to the hypertext and world inspired people put
NeXT communities in the up all kinds of things...
summer of 1991. « Between the summers of

1991 and 1994, the load on
the first Web server
("info.cern.ch") rose
steadily by a factor of 10
every year...

 Tim Berners-Lee

Tony Doyle - University of Glasgow



@ N NEXUISIE]IS
 From prototype to production -
— UK particle physics grid equivalent to 20,000 1GHz | E )
personal computers by 2007 SLSIHIE SN
— available for day-to-day use by particle physicists  [Bhiysies T

— web portal for other e-scientists

* GridPP will support Enabling Grids for E-
science in Europe (EGEE)

— to integrate national and international grids, and (R(5 @@
grids from different scientific disciplines Enabling Grids for

— particle physics is a pilot project E-science in Europe
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The Grid is:
not hype, but surrounded by it
a working prototype running on testbhed(s)...
about seamless discovery of PC resources around the world
using evolving standards for interoperation
the basis for particle physics computing in the 21st Century

not (yet) as transparent as end-users want it to be
4/4/4

Tony Doyle - University of Glasgow
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W e Ha es member Todd Huffman /O Grld/O UKHEP/OU phvsrcs ox.ac. uk/CN B Todd Huffman member
R LRl Do DT ICN=G N Patrick member Pete Gronbech /O=Grid/O=UKHEP/OU=physics.ox.ac.uk/CN=Pete Gronbech
member Nick Brook /O=Grid/O=UKHEP/OU= phv '\ g /0=Grid/O=UKHEP/OU=phy.bris.ac.uk/CN=Marc Kelly

Grld/O UKHEP/OU ph.bham.ac.uk/CN= Davrd Smlth :
seve Traylen member Ruth Dixon del Tufo /O=Grid/O=
8 OU=hepgrid.clrc.ac.uk/CN= Lmda Cornwall member /O

\' fou] = UVyU al U JUITUV

/0=Grid/O=UKHEP/OU=hepgrid.clrc.ac. uk/CN John Gordon member

Tony Doyle - University of Glasgow



Patticle
Physics

b1

i v
Co dor | —EU DataGrld E
(%)) The condor_master daemon |aun%t195 a|||ufhd= required E1),lWhat are the main applications that DataGrid aims: at”
€6

‘Condor-G daemons, siness applications
\
wm-ﬂ-m’;e of trouble. '-\

intensive scientific application =
ively parallel computing problems -
odynamics and modelling
in focus of EDG middleware development?
level services for workload, data, and mforma%n refreshed by
-~ man ent
~:b) ap| ion level portals
- - basic'grid middleware for authentication/file transfer progran
execution

) in the G Lelease isjhot an OGSA
The contentsyf the LRCs and RLIs are Repts ictly

providing a grid-operating-system 3 - sistent withfone another using the imgnediate
E3) What i |s no 'fequwed"in order to use the EDG testbed? e | o for softistate updates
up with.a.V !
X r - - e obtgm a proXy certificage With ‘grid-proxy-init / {d]‘;‘Bloom filter compression of LRC updfites reduces the
ag command submits a job to_which c)obtain a | ser agﬁmt-at tle fesouirce you:want togfl th network bahdwidth and CPU overheads

e? - .job.on

) ‘obtgin a mﬂate.eﬁ,a recognited'CA r associated with soft state updates.
E4) Wisat i = the tailifrole of theesource Bro G2) What type of failures‘can.the eliaPle File Transfer

. rv L
E - o tgeé? all re a(sep're located / Service recover from that'¢annot.be stirvived by the ba
A radepy>icins GridFTP transport protocol?

. . fab
§ % = o1} ?.}Z'%‘f“s ] a) failure and recovery of client that s:ubmltted transfer
b ES,)_ ires‘access’to a. i ich is avallable on-some request
\CQ) Condor-G can currently do which of the following? thck O“E;Qi(ﬁ AN tsh),s“m ) uusetomake the . ) destination host failure and recovery
- ) Stdinput o i ¥« #'c)temporary network partition between source and

:-.-I-..r,

all that apply.
\\ a) Monitor your jobs anyteep you' posted rn their .~ j i Inputsaa!ryi ‘destlnatnon

o progress.
\ b) Replicate your]ob‘/ data and update a ri
~ wl  service.” - i}

- /| .c) Implement your policiesfor he i
: / your jobs.

‘,1 quirer ms " Jf= g " d) removal of file on host machine durmg transfer -
rder to locate your file: e, R operation

on eGrld oLr (‘) -
N’ a) register the file m? MFl 1 'iliP "— e G3)§d§tat’e update in MDS-ll is used to:..
b) register the fi nth a catalog = - % ﬁa) increase

c) register the file in th Fap; l|cat|on database’ . . o Lo y
2 - ¥ b) decrease Iatency in‘access to |nformat|on

d) register the file in the résourc& bf®ker databaSe L

d) Add faultt tolerance to your jO E7) The EDG Replica Manager (EDG Reléasé€ 2.0) ﬁent is respon&.h.or-' 4 incre m robustness—

e) Implement your policies on hO ond to replicating files and active inféraction with other-semvices. i. e J} simpli ; the management of MDS.

gl’l,d and execution failure . Replica Manager _calls_ the'services. Onefp&he list bi %

H inproxe i eea!lo#"sp ced of TMUNEIENGEES by ga|R %o;’ = Uk i G4)pr’ds hre ,:jnstmbgunshed from other dlstrlbuted computing

overlapping /O and computation. b) GridFTP server . Ry e A g OSE

. . . R Brok S Ty T a) the'number of different types of esources that they use
hen DAGMan notices that one of the jobs it submitted to &) Replica Location Service e i b h) spanning different organ)czatlon domains _y

% .Condor-G has failed, which of the following best E8) Which one of the following components Mof R-GMA? ~ c) the response time needed for a uested o ion

describes what it does next? a) Reglstry A %  w« , d)the use of Web services to implement th y

a) Immediately stops. b I';actlj(-end to object-relational database - GS) In GSI is disti ished b

qi c) Producer = ] , @ proxy Is distinguishe y:
221&;% sl'en;gﬁg I‘.?)fAtge DAG a8 Posﬁ-ble a_nd w3 "E9) In ord:rg‘;:;tl:ﬂnformatlon within R-GMA you - T a) fimdiimberofbitsinsiy key W

| g set u;f) E arcl‘g\ﬁ;that publi:
modify the R registry
then stops. c) stream data into RLS'

b) using a symmetric encryption algorithm
c) having a lifetime i
d) being signed by the users privat ey

c) Immediately outputs a rescu
o)) Runs as-much of the DAG as possr

=:C6 &:_udor-G Glideln provides which TW! d) this cannot be done with . =%
E ) ®a) Ahechg§|sn’: o submitjobs wﬁ% co By = E10) LCFG has been chosen by EDG i ollowing tasks. OnGG) To be an OGSI g”dser‘"ce, one must define which of the
el i, e endencles- A [ ° them is not correct that yoi following port types? ck all that apply] ——
- -.r P J confguratlon of afarmora a) Gridservice “.‘I
g t-transpg‘l-em jobm atlon . act as a central software repository wi ere 8aEh plember of he J
5 =] ro ect can down-load the ;s P v 1 E
Lo e, owsg-avallabh..grl utatl!n anaglng user accounts on a machine d -
.' : y si cal software repository for a LAN

ism to dyhamlcally schedule yeurjol{sj
SItes ey
* o) 3 ‘stage data at remote worker sites

ice is also a weh

\ \ '_ G7) Ev

a) true b) false

Tony Doyle - University of Glasgow
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= WMaztirie) Currarnt LrlC Hacllrarnsnis:
- =\ - I /\  ~ 1 ~ oA J
Particle =ogrlrgnt Accollntlne (or2-Gric
Physics
Number of Normalised Processors per country
48 Share of completed events
Gd total : 1.5 Thytes for DC1 phase 2 9 LHCb 1.2%— 0.9% :;ER&PE
. O DE-Katlstuhe
. ‘ OES-Barcelona
11.3% e BES-CESGA
0E% OFR-Lyon
11 | 5B-Bristol
O GB-Cambridge
Productions aizss per site B B-Imperial
178% | mGB-Oxford
OGE-RAL
0O GB-ScotGrid
285 B (T-Bologna
13% mML-Amsterdam
154 O RU-IHEP-Frotvino
01 m2 03 04 m5 D6 m7 08 m9 m10O011 @312 m13 B RU-TER-Moscow
E14m15m16 @17 018 019 21% m RU-JINR-Dubna
ORU-SINP-MSU
Regional Centre Simulation Hits No Pile Up 2x1033 2x1044 NassID
Bristol/RAL 0.55 0.33 0.04 0.06 0.02 20 :
Caltech 0.17 0.15 0.00 0.15 0.00 6 Experlment_
CERN 0.89 2.20 1.40 2.66 2.25 300 . .
Fermilab 0.35 0.41 0.00 0.25 0.33 70 driven project.
ICST&M 0.88 0.59 0.50 0.15 0.12 84 . ign
IN2P3 0.20 0.00 0.00 0.00 0.00 1 Priorities
INFN 1.55 1.18 0.40 0.72 0.71 99 .
B | Moscow 0.43 0.14 0.14 0.00 0.00 41 determined by
ucsD 0.34 0.30 0.00 0.29 0.30 80 .
UFL 0.54 0.04 0.00 0.04 0.04 1 EXperlmentS
ﬁ USMOP 0.00 0.00 0.00 0.00 0.00 1
Wisconsin 0.07 0.08 0.00 0.06 0.00 12 Board.
TOTAL 5.94 5.40 2.47 4.36 3.77

Tony Doyle - University of Glasgow




IPP Project Siziils?

N
b
—
Iﬁ
I_

(1)

l—
U2
(-
:_
(L
(D
Ij
—L
(D

Update GridPP Goal

To develop and deploy a large scale science Grid
Clear in the UK for the use of the Particle Physics community

= 1 | 3 = | 2 = = | 3 = 4 = 5 = 6 = 7
CERN DataGrid Applications Infrastructure Interoperability Dissemination Resources
LCG Creation WP1 ATLAS Tier-A Int. Standards Presentation Deployment
i} 1.1 [ il 2.1 [ 11 3.1 [ 1 4.1 [ 11 5.1 [ i} 6. 1 [ il 7.1 [
1.1.1:1.1.2:1.1.3:1.14 21.1:21.2:21.3:21.4 3.1.1:3.1.2:3.1.3:3.1.4 41.1:412:41.3:41.4 5.1.1:5.1.2:5.1.3 6.1.1:6.1.2:6.1.3:6.1.4 711:7.1.2:7.1.3:7.1.4
1.1.5 2.1.5:2.1.6:2.1.7:2.1.8 3.1.5: 3.1.6:84.7 3.1.8 4.1.5-416:4.1.7:4.1.8 6.1.5
2.1.9 3.1.9:3.1.10 4.1.9
Applications WP2 ATLAS/LHCb Tier-1 Open Source Participation Monitoring
i} 1.2 1 i} 2.2 m il 3.2 m i} 4.2 1 il 5.2 m i} 6.2 m i} 7.2 m
1.21:1.22:1.23:1.2.4 221:222:223:224 31214 3.2.2 421:422:423:424 512M|:15:2:2- 5:2.3 6.2.1:6.2.2:6.2.3 7.21:722:7.2.3
1.25-1.26: 1.2.7:1.2.8 2.25:226:22.7 3.25-826:32.7:3.2.8 4.25:426:4.2.7
1.2.9i1.2.10 3.2.9
Fabric WP3 LHCb Tier-2 Worldwide Integration Engagement Developing
i} 1.3 [ i} 2.3 1 i) 3.3 [ i} 4.3 1 i} 5.3 [ i} 6. 3 [ i} 7.3 [
1.3.1:1.3.2: 1.3.3: 1.3.4 2.31:232:23.3:2.34 BI8M=3.3.2 3.3.3 3.3.4 431:432:433:434 5.3.1:5.3.2: 5.3.3 6.3.1:6.3.2:6.3.3:6.3.4 7.3.1:7.3.2:7.3.3:7.3.4
1.8.5-1.8.6- 1.3.7:1.3.8 2.35:2.3.6:2.3.7 3.3.5:3.3.6 4.3.5
1.3.9i1.3.1G1.3.11
Technology WP4 CMS Testbed UK Integration
i} 1.4 [ i) 2.4 1 il 3.4 [ 1 4.4 [ il 5.4 1
141:1.42:14.3:1.4.4 241:242:243:2.4.4 3.4.1:34.2:34.3:3.4.4 441:442:443:444 5.4.1:542:54.3:54.4 Status Da
145:-1.46:14.7:1.4.8 245:2.46:24.7 345:346:347:348 4.4.5]4.4.0 5.4.5
1.4.9 3.4.913.4.1 Metric OK
eploymen 5 BaBar Rollout Metric not OK 111
i} 1.5 [ i} 2.5 i i 3.5 [ il 4.5 [ Task complete |
1.5.1:1.5.2:1.5.3: 1.5.4 2.51:25.2:25.3:2.54 SIONES.5:2-3.6.5: 3.5.4 451:452:453:454 Task overdue 1.1.1
1.55:1.56:1.5.7:1.5.8 255:256:25.7 355 3.5./ Due within 60  days {1.1.1
1.5.9:1.5.1 Task not due soon 1.1.1
6 CDF/DO Data Challenges Not Active
7T 2.6 [ T 3.6 M 7T 176 i No Task or metric
26.1:26.2:26.3:2.6.4 3.6.1:3.6.2:3.6.3: 3.6.4 46.1:46.2:46.3 )
260.5:2.6.6:2.6./:2.6.8 3.6.5:3.0.6:3.6.7: 3.6.8 | Navigate up il
2.6.9 3.6.9-8.6.1€3.6.113.06.12 | Navigate down m
7 UKQCD External link 3
| 11 | 2; 7 | T | [ 1T ] 3.7 | I | Link to goals =
Metric Metric Tasks Tasks Tasks due in Tasks ChangeForms Tasks not

OK not OK Complete Overdue next 60 days Deleted Enacted due

43 1 145 2 1 3 17 42

> 76% of the 190 GridPP1 tasks have been successfullv completed
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Dedicated people actively
developing a Grid

All with personal certificates

Using the largest UK grid testbed

(16 sites and more than 100 servers)

Deployed within EU-wide programme =

Linked to Worldwide Grid testbeds

) -, e
Tony, =~ ~ @ . i
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6. Grid Deployment Programme Deflned
The Basis for LHC Computing

7. Active Tier-1/A Production Centre
meeting International Requirements

8. Latent Tier-2 resources being

monitored i

9. Significant mlddleware developmen
programme

LISA Geometry ani d Geantd Images

10.First simple applications using the
Grid testbed (open approach)




