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Recommendations of 2003 review (I)

• CVS service
• Move to the IT CVS service as soon as possible
• After testing of features and performance
• Use centrally managed tools

• Savannah portal
• Avoid divergence of CERN customization with mainstream 

Savannah
• Concerns about scalability 

• Documentation and web site
• Website and SPI workbook were praised as good and complete
• Maintain workbook up to date
• Verify that doxygen comments are included in the code



A.Aimar SPI - Software Process & Infrastructure 4

Recommendations of 2003 review (II)

• External Software service
• Transparent decisions making for provision and maintenance of 

external software
• Add flexibility to support different structures of installations and 

maintain the original structures of the tools
• Make compilation and installation scripts available 
• Suggest simple QA scripts to validate installations of new versions 

of external tools

• QA activities
• Work to automate the verification
• Person to be centrally responsible for QA and to chase projects to 

improve compliance
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Recommendations of 2003 review (III)

• Build System and Infrastructure
• Role of a central librarian
• Common build settings, release procedures
• Share of common build tools not developed within the projects
• Build the software centrally and free developers in projects
• Have prereleases available to the users
• Investigate a config/make solution
• Clarify long term strategy
• Support others build system used by other experiments (CMT)

• Software Distribution
• More interaction with LCG deployment and check existing 

distribution tools (e.g. pacman)
• Customize distribution by platform and component
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SPI Services

• External Software 

• Savannah Project Portal

• Software Librarian, 
builds and releases

• Testing Frameworks

• QA checklists and 
reports

• Software Distribution

• LCG Software Configuration

• Development of LCG 
policies, templates 

• Code Documentation 
(doxygen, lxr)

• Documentation and LCG 
Workbook 
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Actions to fulfill the recommendations

• CVS service to IT
• Passed to IT after validation and intensive testing
• Migrated all projects ourselves, no problems
• Provided users with scripts to fully support the transition phase 

• Documentation and web site
• Doxygen and LXR are run regularly and up to date.

• Our website is stable and we keep it up to date
• Using wiki and other systems to simplify writing of documentation from 

several platforms
• No documentation standards achieved in the field but improvements

• Trying a few solutions (DocBook, Wiki, blog)
• Maybe too early in these heavy development phases
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Main SPI Services

• Savannah Project Portal (Y.Perrin)

• External Software and Configuration (E.Poinsignon)

• Build and Release (A.Pfeiffer)

• Testing and QA (J.Benard)

• Avoid to develop our own tools, use available open source tools 
(savannah, qmtest, cppunit, lcov, pacman, etc.)

• General solutions but use them immediately for some projects 
that needed them

• Automate whenever it can be done
• User support and maintenance are a constant factor
• We always try to make the users happy and don’t follow blindly 

the rules (several special builds, external packages, options, etc)
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Savannah Project Portal

• Follow-ups of the 2003 Review
• User support
• Trackers enhancements
• Other consolidation
• Status
• Next improvements
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Follow-ups of the 2003 review

• Recommendations of the 2003 review
• Avoid divergence of CERN customization with mainstream Savannah
• Concerns about scalability

• Resulting actions
• Close collaboration with the main Savane (“re-brand” of the open source) 

developer
• LCG developments done on separate branch and regular re-synch with 

the open source

- February 2004: ‘2003’ CERN and open sources merged

- March -Nov 2004: new developments triggered by 

• LCG and EGEE requirements

• pending support requests

- November 2004: ‘2004’ CERN and open sources merged

• Scalability: users: 399 1083, projects: 68 122
… no threat in view
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User support

Number of items opened & closed since last review:

• 36 bugs fixed (main ones listed later on)

• 29 support requests handled
• 18 requests for assistance
• 6 requests for new features (JRA1 middleware, EGEE/PTF, Grid 

Deployment, etc)
• 5 invalid postings

• 41 tasks
• 22 consolidation (new functionality & major fixes)
• 7 LCG & Open Source merge 
• 12 project approval and initialization

• Constant direct user support
• Few per week
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Trackers enhancements (1)

• common tracker for bugs, support and tasks
• same level of functionality, parameterization, notification
• common user interface
• cross tracker and cross project links and dependencies
• item migration between trackers & between projects

• concept of ‘private items’ introduced
• enhanced control of submission rights (e.g. logged-in users)

• configurability of display order (most recent <-->oldest)

• enhanced notifications
• more granularity (category related, state changes)
• new types of notifications (e.g. pending items reminders, news)
• configurability of subject line
• optional addition of  project, tracker, item id in email headers
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Trackers enhancements (2)

• implementation of a ‘state transitions’ manager to 
control:

• any field with predefined values (select box)
• in any tracker
• applies to any value transition and initial value assignment
• project administrators specify:

- allowed/forbidden transitions
- automatic update of other fields (e.g.re-assignment of 

responsibility / closure of item)
- related notifications
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Trackers enhancements (3)
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Other improvements

• item search by ID number
• project members back-ups (notifications)
• duplication of project configuration
• login /password consolidated
• multiple submissions of same item fixed (introduction of form ids)
• data no longer lost after submission of incomplete form 

(now returns user filled form instead of error page)

• item submission by program (not integrated in savannah)
• useful for bulk submission / migration to savannah from other systems
• configurable (server, project, tracker) perl script 
• uses the www-mechanize API.

• retrieval of tracker data to perform reports, statistics, etc
(not integrated in savannah)
• ad-hoc implementation for the LCG2sites needs
• general savannah export facility is needed
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Status
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Next improvements

• Documentation
• needs to be improved
• many features are unknown by the users

• Functionality
• general ‘export’ facility (possibly based on XML) to be studied and 

implemented

• Communication with the user community
• a ‘light’ mechanism to interact with such a large community is 

needed (FAQ, Wiki, Blogs, etc)
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External Software

• Recommendations of 2003 review
• Improvements in:

• External Software
• Dependencies
• Automatic installation of external
• Automated web

• Foreseen improvements
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Recommendation and action

• Recommendation on the External Software service
• Transparent decisions making for provision and maintenance of 

external software
• Add flexibility to support different structures of installations and 

maintain the original structures of the tools
• Make available compilation and installation scripts
• Suggest simple QA scripts to validate installations of new versions 

of external tools

Action performed to fulfill the recommendation
External Software service
•Maintain original structure of the installed packages
•Automated installations and making available all installation scripts and tools
•Some tools for which we have verification material we now check the 
installation, more on the way
•Major improvements
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External Software

• ~80 different packages following the same structure:
/afs/cern.ch/sw/lcg/external/<package>/<version>/<platform>/

• New platforms: 
• slc3_ia32_gcc323

(certifying the temporary cel3-i386_gcc323)
• osx103_gcc33
• Still providing: 

- rh73_gcc32(3), 
- rh73_icc80, 
- win32_vc71

• Total of 500 installations on 100GB.
• The planning of the next installations is public and 

accessible from the News page
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External Software planning
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Dependencies

• XML files describing the 
dependency tree from 
the Application Area 
projects to the external 
packages.

• Simple representation, 
independent of specific 
formats

• One XML file per link 
which will be used to 
generate all that is 
needed: web, 
distribution, CM, ...

LCG AA

SEAL POOL …

LCG_32

External 
packages

External 
packages

External 
packages

External 
packages

External 
packages

External 
packages
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Dependencies, XML example
<package name="external" version="lcg32" tag="LCG_32">
<dependency name="gcc3" version="3.2" platform="rh73_gcc32"/>
<dependency name="gcc3" version="3.2.3" platform="rh73_gcc323"/>
<dependency name="gcc3" version="3.2.3" platform="cel3-i386_gcc323"/>
<dependency name="osxgcc" version="3.3" platform="osx103_gcc33"/>
<!-- seal 1.4.3 -->
<dependency name="uuid" version="1.32"/>
<dependency name="gccxml" version="0.6.0_patch1"/>
<dependency name="boost" version="1.31.0"/>
<dependency name="clhep" version="1.9.1.2_spi1"/>
<dependency name="gsl" version="1.5"/>
<dependency name="python" version="2.3.4"/>
<dependency name="root" version="4.03.02"/>
<dependency name="cppunit" version="1.8.0"/>
<dependency name="oval" version="3.5.0"/>
<dependency name="valgrind" version="2.0.0"/>
<dependency name="qmtest" version="2.2.1"/>
<dependency name="zlib" version="1.1.4"/>
<dependency name="bz2lib" version="1.0.2"/>
<dependency name="pcre" version="4.4"/>
<dependency name="sockets" version="1.0"/>
…
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Automatic installation of External
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Automatic installation of External (2)

• Interface is Pacman
• Pacman prepares the environment and call SBE
• SPI Build External (SBE) is the machinery
• SBE runs each step of the build following instructions 

stored in xml format
• At the end, Pacman stores information in its cache.
• Can be used to make installation elsewhere
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Pacman package description example
# more bz2lib-1_0_2.pacman

description = 'Package bz2lib version 1.0.2.'
url = 'ftp://sources.redhat.com/pub/bzip2/v102/bzip2-1.0.2.tar.gz'

setenvTemp('SPI_PACKAGE','bz2lib')
setenvTemp('SPI_VERSION','1.0.2')

mkdir("${SPI_PACKAGE}-${SPI_VERSION}")
cd("${SPI_PACKAGE}-${SPI_VERSION}")

download = {'*' : 'bzip2-1.0.2.tar.gz'}

install = { '*' :        ['spi_build_external.py --platform=${SPI_PLATFORM} --
package=${SPI_PACKAGE} --version=${SPI_VERSION} --
topdir=${SPI_TOPDIR}'] }

uninstall =       ['spi_build_external.py --remove --platform=${SPI_PLATFORM} --
package=${SPI_PACKAGE} --version=${SPI_VERSION} --
topdir=${SPI_TOPDIR}']

cd()
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Automated web

• Former web site : ~100 html files.
• Now : 10 PHP files.
• All information is up to date on AFS
• Information of all packages are stored in a MySQL

database to able different views
• Useful improvements inside the pages like:

• Direct access to build info
• Dependencies table for each package
• Customization options

• Same URL: http://spi.cern.ch/extsoft/
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Automated web (2)
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External Software HomePage
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External Software, one package page
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External Software, platform table



A.Aimar SPI - Software Process & Infrastructure 32

External Software, platform options
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Foreseen improvements

• Reorganize the Distribution process:
• smaller tar files, 
• bigger history, 
• deal with different use cases like development and 

deployment
• Automate the generation of External software news
• Automate the generation of the LCG download web
• Check that all processes are working properly with AFS 

Replicas
• Include the doxygen/lxr generation in the distribution 

process
• Move to SCRAM v1
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Build and Distribution

Recommendations of 2003 review

• Build System and Infrastructure
• Role of a central librarian
• Common build settings, release procedures
• Share of common build tools not developed within the projects
• Build centrally the software and free developers in projects
• Have prereleases available to the users
• Investigate a config/make solution
• Clarify long term strategy
• Support others build system used by other experiments (CMT)

• Software Distribution
• More interaction with LCG deployment and check existing 

distribution tools (e.g. pacman)
• Customize distribution by platform and component
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LCG Librarian

• Started in Summer 2004
• Automatize the various tasks needed to build LCG software

• Internal (project) and external (packages)
• Task to build the LCG software for all supported platforms

• Developed simple tools to automate the build of the LCG software
• Scripts available through standard SPI installation

• Coordinate releases and pre-releases with the projects and 
experiments
• Librarians and Integrators Meeting (LIM)

• Maintain the configuration for the build and for other build 
systems
• E.g. generate and keep up to date the CMT files of the configurations

Actions performed to fulfill the recommendation
Build System and Infrastructure

•Librarian role filled in June 2004 and very beneficial to centralize this activity
•Developed scripts to centrally do the releases and installations
•We performed the certification of all external and LCG software for SLC3, as test of the 
automatic installation scripts
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Librarians and Integrators Meetings (LIM)

• Created in October 2004
• Mandate: Coordinate releases and pre-releases with 

the projects and experiments
• Meeting every two weeks with experiments 

representatives
• Discuss/agrees the additional needs of the 

experiments in terms of build and package 
versions/installations.

• Reports to Architects Forum that defines 
the general priorities for SPI
• AF to endorse new packages/versions required by 

experiments through LIM
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Build Servers

• SPI maintains a list of build servers (hosted in 
IT) for all the platforms used in LCG AA
• Supported: slc3_ia32_gcc323, rh73_gcc32, 

rh73_gcc323, win32_vc71
• Future/explored: osx103_gcc33, slc3_ia32_gcc343, 

slc3_amd64_gcc343, slc3_ia64_gcc343
• Web page in SPI wiki
• Linked from the SPI pages, “Build Servers”
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Certification and Porting

• Certification of SLC3 in summer/fall 2004
• Rebuild all packages for slc3 from scratch in December 

• On a clean, certified platform
• Requested by the experiments

• Porting to new platforms
• Gcc 3.4.3
• AMD64, IA64 (with gcc 3.4.3)
• Mac OS X 10.4 (Tiger)

• Profit from automated procedures and scripts to build 
everything
• Some cost to create the scripts and prepare the environment

- Dependency order 
• Large gain in efficiency doing the work 
• Building all external packages from scratch takes several hours
• “Re-use” of knowledge :-)
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Building AA projects at CERN

Prepare environment

AFS volume (r/w)

Build the binaries
(multi-platform)

Binaries for all platforms

Tagged src
And config

Create Documentation
And QA reports

Docs and QA reports

Create distribution tarBalls
And release to users

Distribution tarBalls
Web pages updated

Directories available to users
(in r/o mode)

Project Name
And Version

External packages 
are already existing



A.Aimar SPI - Software Process & Infrastructure 40

SPI Software Distribution Service

• Complex use cases and requirements from (mainly 
outside) users
• Binary distributions for supported (or compatible) platforms
• Source distributions

- Re-build on supported platform
- Build on non-supported (but needed) platform

• Distributions for developers
- All the s/w of a given project + required dependent packages

• Distributions for batch farms
- Only the “parts” which are needed for batch

• Distributions for “remote central installation”
- All the s/w for all projects + dependend packages
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SPI Software Distribution Service

• Inside users using AFS area
• /afs/cern.ch/sw/lcg/external/ and 

/afs/cern.ch/sw/lcg/app/releases/
• Problem of supporting many changing needs  

and competing tools
• Complex dependencies and configuration information
• Choose one as reference and create for the others

- Proprietary format, not easy to parse
• Define a very simple, neutral format (XML)

- “Simple” to parse (tools existing)
- Easy to extend if needed
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SPI Software Distribution Service: Binaries

• Simple solution to use
• Local installations (external sites, laptops,...)
• Using simplest approach
• Python downloader script + tar format

• Distribution files are generated
• From general description of configuration (scram)

• Simple tool to download and install
• successful for users installations
• very easy to use and reliable

- In use since 2003, few complaints

• First version of Pacman binary cache available
• Feedback welcome
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Binary installer (since 2003)

Download and install
(lcg_installation_manager.py)

.info files

Installed binaries for 
Project Name/Version
�in user’s InstallDir

UserInput from CommandLine:
ProjectName, ProjectVersion, InstallDir

<binary tarBalls>

Input data (web)

Output data

User Input
Scram configuration

action
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Request from expts: Pacman binary install

.pacman files
(from cache)

Installed binaries for 
Project Name/Version
�in user’s InstallDir

UserInput from CommandLine:
ProjectName, ProjectVersion, 

InstallDir, CacheLocation

<binary tarBalls>

Configuration 
(scram, cmt)

Configuration
(scram, cmt)

Input data (web)

Output data

User Input

action

Download and Install
(pacman)
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Software configuration and dependencies

• XML description to have a simple to parse format
• Build information
• Dependency description

• Build and install for external packages and LCG software
• Aim: Generate the configurations for the build and release 

systems needed by the users 
• SCRAM support
• LCGCMT support
• Config/make based solution

• We don’t want to make one more build and configuration system 
but generate for the existing ones 

Actions performed to fulfill the recommendation
Build System and Infrastructure (II)

•XML description allows to support several build systems
•Generate and keep up to date configuration files for CMT
•Config/make solution is going to be achieved via the XML description files that he had to 
implement in order to support several tools for build and distribution
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Software Distribution from Sources

• Some packages have complex settings and/or dependencies
• Mysql, root, python

• Need for consistent treatment of configure and compiler 
options across all external packages in use for project
• On project side this is done through scram

• Need to accommodate several install/build systems
• Pacman, python scripts in use today
• Rpm, apt, for the future ?

• Decide to use independent XML format to describe the build 
process
• Use of XSLT (+ few python scripts) to transform this information into 

python scripts (“SPI build externals”, “sbe”) (Yannick Patois)
- typically one per package/version
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Core package: external package builder 
(“SPI build external” : “sbe”)

.pacman files 

Dependency
information

(XML)

Package build
information

(XML)

spi_build_external.py
(wrapper script for the
“sbe” scripts)

make

Used by 
other scripts Input data (web)

Output data

User Input

Python scripts for
building package
(“sbe”)

Create scripts from XML
Using XSLT (and Python)

action

Work done by
Yannick Patois
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Software Distribution from Sources (II)

• External treatment of dependency information (XML files)
• one per package/version, plus “meta packages”

- e.g. boost-1.31.0.xml, external-lcg33.xml
• Decouples build information from dependecy treatment

- More flexible when dealing with installers
• Python scripts resolves dependency hierarchy and provides build order

- SPI configurator
• Simple script to build all (“seti.py”)

• Resolve dependencies and get build order 
- SPI configurator

• Call “sbe” for each external package neede
• Build project(s) using scram “as usual”
• First version ready

- Documented in wiki:
https://uimon.cern.ch/twiki/bin/view/SPI/SetiHowTo
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Installation from sources

PackageName, PackageVersion
InstallDir, DownloadLocation,

Platform

Installed binaries for 
Project Name/Version
�in user’s InstallDir

Configuration
scram
(cmt in prep)

“sbe” scripts

Dependency 
information

(XML)

Source tarballs
(+ patch files)

Input data (web)

Output data

User Input

action

Download sources
Build and install
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Actions Summary 
Build System and Infrastructure (I)

• Role of a central librarian
• Started in Summer 2004

• Common build settings, release procedures
• Scripts for Linux, Mac
• Different set of scripts for Windows (Pere)

• Share of common build tools not developed within the projects
• Developed scripts to build and install project releases at CERN

- Main difference from “outside”: several platforms
• Build centrally the software and free developers in projects

• Done since late summer
• Have prereleases available to the users

• Done. Users need to tell us when they don’t need the prerelease any 
more (to limit support requests to the projects)
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Actions Summary 
Build System and Infrastructure (II)

• Investigate a config/make solution
• Postponed due to other (higher) priority issues
• Do it inside the projects (with partitioning)?

• Clarify long term strategy
• To be done (this review ?)

• Support other build system used by other experiments (CMT)
• LCGCMT is distributed and maintained by SPI

• Software Distribution
• More interaction with LCG deployment and check existing distribution 

tools (e.g. pacman)
- Contacts with LCG deployment established but no common solutions 

adopted yet
- Pacman has been investigated

- Cache prepared for users
- Problems using it internally

• Customize distribution by platform and component
- Ongoing work
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Possible future improvements

• Complete automation of procedures
• With documentation
• Needed in “porting activities”

- Gcc 3.4.3, 64 bit, Tiger, …
• Provide working pacman caches

• Source and binaries
• Feedback from expts/users needed

• Generate configuration for scram and CMT 
• from XML information

• Provide other deployment formats used in expts ?
• Rpm, apt, … ?
• Binary only or also from source ?
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Collaboration with EGEE

• Collaboration mostly with JRA1 (Middleware) and SA1 
(Deployment) with considerable benefits. For all, I think.

• SPI provides tools for EGEE projects
• Presented in several occasions at all levels and activities

• SPI services used
• Savannah portal used by several activities (Middleware, Deployment, 

etc). Requested several modifications to the software
• Testing frameworks, all used (QMTest, CppUnit, PyUnit) 
• QA reports and metrics are being developed

• SPI services not used
• No external software,  no software distribution, no build system

• Few (minor) specific services
• Verification of coding conventions via CodeWizard
• dotProject service for basic planning

• Contribution to SPI: 2 FTEs
Both very important for SPI
• Yannick PATOIS (3/2004)
• Johanne BENARD (8/2004)
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Testing and Quality Assurance

Testing
• Current status
• Examples

Quality Assurance
• Codewizard for EGEE
• QA reports

• Savannah
• Test coverage

• Future actions
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SPI Testing services

• Testing should be an integral part of the software development 
in the LCG App Area

• Goal was to provide something that can be run automatically as 
often as needed (development, release, etc)

SPI provides
• Test frameworks

• CppUnit, Oval
• Qmtest

• Test Support
• Test policies
• Test document
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Testing framework – global picture

X-Unit family
JUnit QtUnit

CppUnit PyUnit

Oval

Test
Scripts

Old 
tests

SW Product Examples

Unit testing

Acceptance
testing  

QA activity

End User 
Installation 

checksProject Release

Sw-Testing

QMTest
• Uses a GUI for creating and running tests (also in batch).
• Can run tests in parallel, supports execution of a single

test or many at once (test-cases & test-suites) 
• Organizes tests hierarchically
• Records dependencies among tests

Top layer

Bottom layer

- Adaptable to the
programming language 
and developer
- Prepared to be run in 
automatic way

- Integrates different ways 
to test.

- Common environment to 
run the tests and to access 
the test results.
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Testing other services

• Support
• Web information
• How-To
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Testing other services (2)

• Support
• Web information
• How-To

• Policies

• Documents
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Testing usage in LCG

• All projects are using one of the X-Unit family: 
CppUnit PyUnit, …

• POOL is using OVAL
• All projects are using the Qmtest test framework 

• A few figures:
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Testing usage in EGEE

• One of the groups to install the SPI testing frameworks is the 
EGEE integration team: CppUnit, PyUnit, Qmtest as web server. 
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Codewizard

• Integration of Codewizard to EGEE middleware building process
• Codewizard is a C and C++ rule checker highly customizable:

• Effective C++
• More effective C++
• Meyers-Klaus
• Universal Coding Standard
• Other  

• Output example
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Codewizard (2)

• More information on SDT: 
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SPI QA services

• QA activity main goal: help LCG projects to assess 
and to improve their software and procedures quality

QA procedures provided:
• QA checklist on each release

• Build the release
• Run automatic tests
• Statistics

• LCG Policies
• QA automated report

• QA reporting on released 
project

• Savannah QA reporting
• Test Coverage

QA review
• Fully automated QA
• Resource centrally 

responsible for QA
• Policies VS Tools to help 

facilitate project compliance
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Quality Assurance Web (http://spi.cern.ch/qa) 



A.Aimar SPI - Software Process & Infrastructure 65

QA  checklist
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QA - LCG policies
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QA reporting

• QA reporting on project released 
• In place, is in standard LCG environment under 

/afs/cern.ch/sw/lcg/app/spi/tools/latest
• Analyze project tree in AFS release area 
• Analyze code
• Run tests



A.Aimar SPI - Software Process & Infrastructure 68

QA – code statistics
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QA – test statistics
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QA - Documentation
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QA Savannah

• From a web form
• Available for anybody from SPI QA web
• New features:

- Begin &end date,
- Tracker (Bug, Task, Support, Patch) 
- Savannah field, 
- Style sheets (header, title)
- Configuration file

• Examples
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QA Web Form
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Example 
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Example (2)
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Test coverage

• Under development (not public yet)
• Should be available for any project member 

(developers, release manager, etc)
• Assess the percentage of executable lines reached by 

the tests

Test 
framework

LCOV
External 

tool

LCG QA 
Test 

Coverage

TEST COVERAGE
REPORT
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Test coverage example
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Future improvements

• QA savannah reporting from Savannah export 
• Test coverage available also for internal releases
• Integration with post release actions
• Documentation and work with the projects
• Automation of tool is going on
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Milestones (I)

Certification of external software for the new 
Linux platform Done2004/4/15

Migration of all projects to IT CVS serviceDone2004/4/1

LCG software librarian in place Done2004/3/15

Delivery of configuration files also for the CMT 
build systemDone2004/2/28

QA reporting tools available publiclyDone2004/2/28

Upgrade of the Savannah service and 
installation of the Gnu open source versionDone2004/2/20

More code standards checks added to the QA 
reports (via doxygen)Done2004/1/31

IT CVS service verified and validated by SPIDone2004/1/31
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Milestone (II)

New release of SavannahDone2004/11/30

Definition of software configuration 
information in XMLDone2004/11/20

Pacman cache for binaries of external and 
LCG packagesDone2004/11/15

Adapt the QA reports to EGEE QA 
standardsDone2005/10/31

Common build and release solution in LCG 
App Area Done2004/7/1

Naming and coding conventions for EGEE 
Middleware in the build systemDone2004/10/15

RH 7.3 gcc 3.2.3 supportedDone2004/5/15

Definition of the EGEE collaborationDone2004/5/1
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Milestones (III)

Definition of the products and partitions of 
the LCG software, for individual partial 
releases and bug releases

OTW2004/12/15

Independent build and release of partitions of 
the LCG software

OTW2005/2/28

QA Tests Coverage reports in productionDone2005/1/15
Definition of build information in XMLDone2005/1/15

SPI Librarian performs the releases and pre-
releases of the LCG software

Done2004/12/15

Sources distribution and build of external 
and LCG software

Done2004/12/15

QA reports in production as deliverable of the 
LCG projects

Done2004/12/1
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Unplanned Milestones and Activities in 2004

• We have many services running and using all resources assigned, we 
follow the AF’s decisions for our priorities and activities

• The certification of the new CERN platform and the adoption first of 
CEL3 and later of SLC3 required more work than expected

• SPI had to compile and provide several versions of the external packages in order 
to accommodate the needs of different experiments and to suit their software 
configurations. 

• Support for Mac OSX, SLC3 and RH73_gcc323 were decided as priority 
• Delayed the port to other platforms (such as icc 8);

• We had to start defining a simple XML description of build/config info
• This will simplify generation of specific information needed by several external 

tools (Scram, CMT, pacman, etc) 
• Required investing more time that is saved when a new installation is needed

• EGEE collaboration started successfully 
• 2 FTE contributed to the SPI project
• SPI was involved in presenting/adapting its existing services. In particular the 

collaboration is the Middleware (JRA1) and Quality Assurance (JRA2) activities. 
• The services involved were Savannah, QA and Testing in particular.

• Savannah service required the implementation of new features to suit 
LCG and EGEE needs.
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Summary 

• SPI provides a set of stable services that fully use the 
current resources
• Savannah, External Software, Testing Frameworks, Software 

Distribution, Build and Release, QA Activities
• Resources will be reduced at the end of 2005 but we 

will not reduce the current services
• We will maintain and automate the existing ones 
• No requests for major new services from LCG, need to adapt or 

interface to external tools 
• We refer to and follow the guidelines of the Users 

• Represented at the Architects Forum and steering our priorities
• Whenever possible we also do help/work for 

experiments specific needs 
• Installations of additional software, interface to their 

build/distribution systems, add features
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Proposed focus for 2005

• Continue to automate and centralize the cycle for software 
externals/build/test/release/distribution

• Provide software that can be installed or downloaded on several 
platforms using established tools 

• Increase work on the QA and testing activities in the projects

• Focus more on encouraging other areas and projects to use 
uniform solutions provided

• Further priorities and milestones will be defined 
according to the recommendations of the review 



A.Aimar SPI - Software Process & Infrastructure 84

SPI would like to thank…

• Release managers in the projects
• L.Moneta (Seal, Pi), I.Papadopulos (Pool)

• Librarians and Integrators in the LHC Experiments
• F. Ranjard, S.Muzaffar, E.Obreshkov, D.Quarrie

• For their important tools and friendly help
• M.Roy (Savane), S.Youssef (Pacman)

• QMtest setup in the projects
• G.Govi (Pool), L.Moneta (Seal)

• Doxygen scripts and testing
• A.Zsenei(Seal)

• Former SPI people that helped when there was nobody in QA 
and testing
• M.Gallas, J.Moscicki

• All the developers in the experiments and projects for their 
feedback on each service
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BACKUP MATERIAL

• BACKUP MATERIAL
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Resources

%ResponsibleServices

QA reports and Testing Frameworks

Build tools, Software Distribution

Documentation, Workbook, Policies, Web

LCG Librarian, Build and Configuration

Savannah service, bug and devel. portal

External software, installation and distrib.

100J.Benard 
(EGEE 8/04)

100Y.Patois 
(EGEE 4/04)

70A.Aimar

70A.Pfeiffer(5/04)

100Y.Perrin

75E.Poinsignon


