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Setting up of grid infrastructure

Making it available to all



KARMA ( BARC GRID TEST BED )
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Parallel Visualization Taxonomy

[Molnar et al. 1994]



Rendering Cluster

•1 Master Client

•16 Graphics Servers 

•1.7 Ghz P-IV Processors 

•512 MB RAM per PC 

•Graphics Cards 

64 MB 3DlabsOxygenGVX1 Pro AGP 

•Fast / Gigabit Ethernet Interconnection

High Resolution Display

•Tiled 4x4 LCD Panels

•5120 x 4096 total resolution  

1280 x 1024 per LCD
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Neutron Flux Distribution in a reactor





Snapshots of Tiled Image Viewer



Post-tsunami: Nagappattinam, India (Lat: 10.7906° N Lon: 79.8428° E)
This one-meter resolution image was taken by Space Imaging's IKONOS satellite on Dec. 29, 2004 —
just three days after the devastating tsunami hit. 
1M IKONOS Image Acquired: 29 December 2004 Credit "Space Imaging" 



Computing Grid at BARC

100 Mbps fiber Grid 
Enabled Local Area 
Network

Computing Grid system has been set up as a Test-Bed  using existing Grid 
Technology Components
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ANUNET WIDE AREA NETWORK: INSAT 3C :  22 VSAT sites, 13 non-VSAT sites 

INSAT 3C
8 Carriers of 
768 Kbps each

CAT, 
Indore

IOP 
Bhubaneshwar

IPR, 
Ahmedabad

HRI, 
Allahabad

BARC, 
Mysore

BARC, 
Gauribidnur

BARC, 
Tarapur

BARC,
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AERB NPCIL
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BRIT

CTCRS, BARC
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Mumbai
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Notes: Sites shown in yellow oblong are connected over dedicated landlines.
* indicates new sites being added.
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Jamming threats
Uplink jamming
Downlink Jamming
Power robbing

Essential services required for IP over satellite
Confidentiality
Authentication
Integrity
Non-Repudiation
Access control



Delhi Kolkata
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Tools Developed / Being Developed

Problem tracking system

Correlation engine

Farm management tools

Visualization tool for LCG operations



SHIVA Screenshots – User Home Page



SHIVA Screenshots – Severity 
Management Screen



Making Resource available

Premier National institutes
TIFR, BARC, IIT’s and others

University / Colleges located in urban areas

Schools / Colleges located in rural access

Monopoly of VSNL (a Govt body) ended on 7th October, 1998 

Currently there are around 300 ISP’s

Most of the premier National Institutes have good connectivity.



ERNET (Education Research Network)

Fore-runner for digital connectivity
Covers all major educational institutes

Leased Link users
VSAT Link users
Multiple users

Rural connectivity ?
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Conceptual Access System



Wall
Unit

D
I
U

Telephone
Exchange

Internet

CBS

CBS: Compact Base Unit DIU: Dect Interface Unit

corDECT Wireless Local Loop



25 Km 10 Km

Wall
Unit

Internet
D
I
U

Telephone
Exchange



In Conclusion, the Current status is : 

- Setting up of Grid Infrastructure has 
been completed

- Major Research centres and Universities 
Will have access to LHC Grid Shortly

- A lot remains to be done for 
interconnecting Schools/ Colleges in Rural 
areas to the Grid
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