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An Era of unprecedented opportunity for Global An Era of unprecedented opportunity for Global eScienceeScience
Spread of the Spread of the ““Grid ImprintGrid Imprint””; moving towards a common ; moving towards a common 
foundationfoundation

Including running experiments: Run2, MINOS, Including running experiments: Run2, MINOS, BaBarBaBar
Many fields of Data Intensive Science (e.g. Biomedicine)Many fields of Data Intensive Science (e.g. Biomedicine)

A new generation of realA new generation of real--time Grid systems is emerging, time Grid systems is emerging, 
to support worldwide data analysis by the physics communityto support worldwide data analysis by the physics community
Leading role of HEP in developing new systems and Leading role of HEP in developing new systems and 
paradigms for Data Intensive Gridsparadigms for Data Intensive Grids

Rapid and Profound Progress in NetworksRapid and Profound Progress in Networks
Transformed view and theoretical understanding of TCPTransformed view and theoretical understanding of TCP
as an efficient, scalable protocol with a wide field of use as an efficient, scalable protocol with a wide field of use 
Efficient standalone and shared use of 10 Efficient standalone and shared use of 10 GbpsGbps paths of virtually paths of virtually 
unlimited length;   progress towards 100 unlimited length;   progress towards 100 GbpsGbps networkingnetworking

Emergence of a new generation of Emergence of a new generation of ““hybridhybrid”” packetpacket-- and and 
circuitcircuit-- switched networksswitched networks



The Global Lambda Integrated Facility for 
Research and Education (GLIF) 

The Global Lambda Integrated Facility for 
Research and Education (GLIF) 

Architecting an international Architecting an international LambdaGridLambdaGrid infrastructure infrastructure 
Grid applications Grid applications ““rideride”” on dynamically configured networks on dynamically configured networks 
based on optical wavelengths. based on optical wavelengths. 



FNAL-CERN Service Challenges
Traffic Over LHCNet (Starlight-CERN)
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Data Analysis in the LHC Era, as a Global 
Collaboration, Will Be a New Experience 



The Scale of Grids and Networks:
Outlook for 2005-2008

The Scale of Grids and Networks:The Scale of Grids and Networks:
Outlook for 2005Outlook for 2005--20082008

FermilabFermilab Demonstrated 7 Demonstrated 7 GbpsGbps on on LHCNetLHCNet from CERN Disk to from CERN Disk to DIskDIsk;;
Using 150 Nodes the capability was ~60 Using 150 Nodes the capability was ~60 GbpsGbps (in 2005) (in 2005) 
Cluster I/O and WAN Capabilities Advancing RapidlyCluster I/O and WAN Capabilities Advancing Rapidly

Each 1U Node: 50Each 1U Node: 50--100 Mbytes/s Now; ~Match 1 100 Mbytes/s Now; ~Match 1 GbpsGbps
disk to disk by 2006disk to disk by 2006--7 (to 30 7 (to 30 GbpsGbps Per Rack)Per Rack)
Data Servers at > 0.5 Data Servers at > 0.5 GBytes/sGBytes/s now;  to 1 now;  to 1 GByteGByte/sec by 2006/sec by 2006--77
(also ~30 (also ~30 GbpsGbps Per Rack)Per Rack)

>200 >200 GbpsGbps in US:  7 US Tier2s ~60 G to Starlight; FNAL 20in US:  7 US Tier2s ~60 G to Starlight; FNAL 20--60 G;60 G;
Michigan: 30 G; Korea 10 G Now; Facility in NYC: BNL 20 Michigan: 30 G; Korea 10 G Now; Facility in NYC: BNL 20 GbpsGbps, , 
Buffalo 20 Buffalo 20 GbpsGbps, Canada 10 , Canada 10 GbpsGbps, Amsterdam. 20 , Amsterdam. 20 GbpsGbps + ATLAS T2s+ ATLAS T2s……
HENP Roadmap of 1000X Per Decade is Realistic: HENP Roadmap of 1000X Per Decade is Realistic: 
40 40 GbpsGbps USUS--CERN by 2007, 80 CERN by 2007, 80 GbpsGbps by 2009by 2009

Long Range Intercontinental Data Transport at 
N X 10G is a Reality.

Grid 



Progress in Closing the Digital DivideProgress in Closing the Digital Divide

We Must Work to Close to Digital Divide, from Several PerspectivWe Must Work to Close to Digital Divide, from Several Perspectiveses
To Allow Scientists in All World Regions to Take Part in To Allow Scientists in All World Regions to Take Part in 
Discoveries; to Foster Research and EducationDiscoveries; to Foster Research and Education
Removing Regional, Last Mile, Local Bottlenecks and  Removing Regional, Last Mile, Local Bottlenecks and  
Compromises in Network Quality are Compromises in Network Quality are On the Critical PathOn the Critical Path

““Dark FiberDark Fiber”” and community owned/operated networks emerging as  and community owned/operated networks emerging as  
the means to rapid progress in a growing list of nations:the means to rapid progress in a growing list of nations:

us, ca, us, ca, nlnl, , jpjp, , krkr; ; pl, pl, czcz, , brbr, , sksk, , cncn, pt, , pt, ieie, , grgr, , ……; Also GEANT2; Also GEANT2
Important ExamplesImportant Examples on the Road to Closing the Digital Divideon the Road to Closing the Digital Divide

GLORIAD (USGLORIAD (US--RussiaRussia--ChinaChina--Korea) Global Optical RingKorea) Global Optical Ring
IEEAF IEEAF ““Global QuiltGlobal Quilt””; NSF: IRNC and ; NSF: IRNC and New Initiative on AfricaNew Initiative on Africa
CHEPREO, WHREN and the Brazil CHEPREO, WHREN and the Brazil HEPGridHEPGrid in Latin Americain Latin America
Leadership & Outreach: HEP Groups in US, EU, Leadership & Outreach: HEP Groups in US, EU, 
Japan, KoreaJapan, Korea



GLORIAD Network
Date: 3/1/2007

GLORIAD Network
Date: 3/1/2007

Seattle-Hong Kong, 10 Gbps
(Tyco Contract)

Seattle-Hong Kong, 10 Gbps
(Tyco Contract)

Beijing-Khabarovsk (Russia)-
Novosibirsk, 10 Gbps

Beijing-Khabarovsk (Russia)-
Novosibirsk, 10 Gbps

Hong Kong-Beijing, 10 GbpsHong Kong-Beijing, 10 Gbps

Seattle-Chicago-NYC, 10 Gbps
(CANARIE Contribution)

Seattle-Chicago-NYC, 10 Gbps
(CANARIE Contribution)

NYC-Amsterdam, 10 Gbps
(Tyco Contract)

NYC-Amsterdam, 10 Gbps
(Tyco Contract)

Amsterdam-Moscow, 10 GbpsAmsterdam-Moscow, 10 Gbps

Moscow-Novosibirsk, 10 GbpsMoscow-Novosibirsk, 10 Gbps
Seattle-Pusan-Hong Kong, 10 Gbps

(Tyco Contract)
Seattle-Pusan-Hong Kong, 10 Gbps

(Tyco Contract)



Closing the Digital Divide: R&E  
Networks in/to Latin America

RNP2 and the GIGA Project RNP2 and the GIGA Project 
(ANSP)(ANSP)

AmPathAmPath: 45 Mbps Links : 45 Mbps Links 
to US (2002to US (2002--5)5)

CHEPREO (NSF, from 2004):CHEPREO (NSF, from 2004):
622 Mbps Sao Paulo 622 Mbps Sao Paulo –– MiamiMiami

WHREN/LILA (NSF, from 2005)WHREN/LILA (NSF, from 2005)
0.6 to 2.5 G Ring by 20060.6 to 2.5 G Ring by 2006
Connections to Connections to 
Pacific & Atlantic WavePacific & Atlantic Wave

RedCLARARedCLARA (EU):(EU): Connects Connects 
18 Latin Am. 18 Latin Am. NRENsNRENs, Cuba; , Cuba; 
622 Mbps Link to Europe622 Mbps Link to Europe

PacificWave

Sao Paulo
ANSP

AtlanticWave

To GEANT
622 Mbps



„Porta Optica – a coordinated task to Heal 
the Digital Divide to the East ...

CE countries – CBDF links 
to EE neighbours: 
- Poland: DF connectivity 
to every eastern 
neighbour 

- Scandinavia: the northern
route

- GRNET: activity in the 
Balkan region (SEEREN/
SEEFIRE) + the south 
route
GEANT/TERENA: political 
& organisational support
all: influencing the EE
countries wrt. DF acq., 
importance of DF 
infrastructure & business 
models



TEIN2 Project

Partners:
–China (CERNET)
– Indonesia (ITB)
–Malaysia (MDC)
–Philippines (ASTI)
–Thailand (ThaiREN)
–Vietnam (MOST)

–Korea (KISDI)
–Singapore (SingAREN)
–Australia (AARNet)
–France (RENATER)
–Netherlands (SURFnet)
–UK (UKERNA)

An initiative of the European Commission with the 
stated objective of improving connectivity in certain 
developing countries of the Asia Pacific region

Managed by DANTE

• Contracts Q2/3, operational Q4 2005 
(to end 2007)

• Exploring collaborations with existing 
and planned initiatives

G. McLaughlin



G. McLaughlin



Philippines: 
PREGINet Network 
Map

No. of Partner Institutions 
as of March 31, 2005:

Academe   =       34 
Government  =   33
Research =          27

TOTAL               96

2 Mbps 
Backbone



DOMESTIC FIBER OPTIC SYSTEMSDOMESTIC FIBER OPTIC SYSTEMS

Commercial Backbone Now 10 Gbps

1 2



Many 
systemic 
factors:
Electricity, 
Import duties,
Skills

M. Jensen
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International & National Backbones





Maroc Wide Area Network
MARWAN 2

Network at 34 Mbps for Research and high education

45 Mbps

34 Mbps

2 Mbps

Rabat

Casablanca

Abdeslam
Hoummada



PERN: Network ArchitecturePERN: Network Architecture

DRS DRS
DRS

Karachi
Core ATM/Router

Islamabad
Core ATM/Router

Lahore
Core ATM/Router

2x2Mbps 2x2Mbps

2x2MbpsLAN Switch
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HEC will invest $ 4M in BackboneHEC will invest $ 4M in Backbone
3 To 9 Points3 To 9 Points--ofof--Presence (Core Nodes) Presence (Core Nodes) 
$ 2.4M from HEC to Public Universities for Last Mile Costs$ 2.4M from HEC to Public Universities for Last Mile Costs
Possible Dark Fiber InitiativePossible Dark Fiber Initiative



We Need to Work on the Digital Divide
from Several Perspectives

We Need to Work on the Digital Divide
from Several Perspectives

Workshops and Tutorials/Training SessionsWorkshops and Tutorials/Training Sessions
For Example: ICFA DD Workshops: Rio 2/04, For Example: ICFA DD Workshops: Rio 2/04, DaeguDaegu May 2005,May 2005,
HONET (Pakistan) 12/04HONET (Pakistan) 12/04

Share Information: Share Information: Monitoring,Monitoring, BW ProgressBW Progress; ; 
Dark Fiber Projects & PricingDark Fiber Projects & Pricing

Model Cases: Poland, Slovakia, Czech Rep., China, Brazil,Model Cases: Poland, Slovakia, Czech Rep., China, Brazil,……
Encourage, and Work on InterEncourage, and Work on Inter--Regional Projects Regional Projects 

GLORIAD, RussiaGLORIAD, Russia--ChinaChina--Korea US Optical RingKorea US Optical Ring
Latin America: CHEPREO/WHREN (USLatin America: CHEPREO/WHREN (US--Brazil); Brazil); RedCLARARedCLARA
Asia Pacific: TEIN2Asia Pacific: TEIN2

Help with Modernizing the Infrastructure Help with Modernizing the Infrastructure 
Design, Commissioning, Development    Design, Commissioning, Development    
Provide Tools for Effective Use: Monitoring, CollaborationProvide Tools for Effective Use: Monitoring, Collaboration
Systems;  Advanced TCP Stacks, Grid System SoftwareSystems;  Advanced TCP Stacks, Grid System Software

Work on Policies and/or Pricing: Work on Policies and/or Pricing: pkpk, , brbr, , cncn, SE Europe, in, , SE Europe, in, ……
Encourage Access to Dark FiberEncourage Access to Dark Fiber

Raise World Awareness of Problems, & Opportunities for SolutionsRaise World Awareness of Problems, & Opportunities for Solutions
Increased Engagement with Government Representatives and Increased Engagement with Government Representatives and 
AgenciesAgencies



ICFA SCIC Digital Divide WorkshopsICFA SCIC Digital Divide Workshops

Now a TraditionNow a Tradition
DaeguDaegu May 2005: Excellent occasion to focus on the Asia PacificMay 2005: Excellent occasion to focus on the Asia Pacific

A View of Progress and Remaining IssuesA View of Progress and Remaining Issues
Bring target areas where progress can be made next into focusBring target areas where progress can be made next into focus

E.g. Russia, Pakistan, India, NorthE.g. Russia, Pakistan, India, North--South Connections in the Asia PacificSouth Connections in the Asia Pacific
Next MeetingNext Meeting

Choice of a Key Location: Russia, Poland, Romania have been Choice of a Key Location: Russia, Poland, Romania have been 
discussed; expressions of interest welcome.discussed; expressions of interest welcome.
Greater participation from government representativesGreater participation from government representatives


