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LHCNetLHCNet servicesservices

Commodity Internet (at MANLAN)Commodity Internet (at MANLAN)
Access to US T1Access to US T1

FNAL, BNLFNAL, BNL
Access from US T2sAccess from US T2s

~10 Official, and some other large facilities (Cornell, Buffalo,~10 Official, and some other large facilities (Cornell, Buffalo, etc.)etc.)
PeeringsPeerings with Abilene, with Abilene, ESNetESNet and others and others 

At Chicago (primary?) and NewAt Chicago (primary?) and New--York (secondary?)York (secondary?)
T1T1--T1 traffic?; T1T1 traffic?; T1--T2 traffic?T2 traffic?
PrePre--ProductionProduction

High speed diskHigh speed disk--toto--disk throughputdisk throughput
New endNew end--systems (PCIsystems (PCI--e; 64 bit e; 64 bit cpucpu; New 10 GE ; New 10 GE NICsNICs))
New data transport protocols (FAST and others)New data transport protocols (FAST and others)

Prototype the data movement services between CERN and the US Prototype the data movement services between CERN and the US 
Monitoring, Command and Control (Monitoring, Command and Control (MonalisaMonalisa: networks and Grids): networks and Grids)
Circuit switching (Circuit switching (““opticaloptical”” control plane; light paths) control plane; light paths) 
GLIF GLIF 
UltraLight/LambdaStationUltraLight/LambdaStation; Access to HOPI (Internet2/NSF) and ; Access to HOPI (Internet2/NSF) and USNetUSNet
(DOE) (DOE) testbedstestbeds

““providing the right costproviding the right cost--effective transatlantic network effective transatlantic network 
infrastructure for HEP communityinfrastructure for HEP community’’s needss needs””



Type of servicesType of services

NoNo

At L3At L3

At ??At ??

At L3At L3

BackupBackup

>10Gbps>10Gbps

????

2x10Gbps2x10Gbps

100 Mbps100 Mbps

BandwidthBandwidth
in 2006in 2006

90%90%

99,999%99,999%

99%99%

99,999%99,999%

AvailabilityAvailability

Yes Yes ????No No Access to Access to 
Abilene Abilene 
ESNetESNet

YesYesYes Yes Yes Yes ConnectionConnection
s to T1s to T1

YesYesYesYesYes Yes PrePre--
productionproduction

YesYesNo No No No Commodity Commodity 
InternetInternet

L3L3L2L2L1L1ServiceService

Define needs and services:Define needs and services:
Connection oriented Connection oriented 
Packet switched Packet switched vsvs circuit switchedcircuit switched
Shared bandwidth Shared bandwidth vsvs dedicated bandwidthdedicated bandwidth
L1, L2 and L3 services L1, L2 and L3 services 



Major USMajor US--PartnersPartners
Chicago (Starlight)Chicago (Starlight)

FNAL (10 FNAL (10 GbpsGbps; 6 x 10 ; 6 x 10 GbpsGbps this year)this year)
ESnet (10 ESnet (10 GbpsGbps) ) 
U. Michigan (10 U. Michigan (10 GbpsGbps; 3 x 10 ; 3 x 10 GbpsGbps this year)this year)
FIU/UF (10 FIU/UF (10 GbpsGbps via NLR & FLR)via NLR & FLR)
Caltech (10 Caltech (10 GbpsGbps via NLR)via NLR)
USnetUSnet (2 x 10 (2 x 10 GbpsGbps))
HOPI (2 x 10 HOPI (2 x 10 GbpsGbps))
U. Wisconsin Madison (10 U. Wisconsin Madison (10 GbpsGbps via Starlight)via Starlight)
TeraGridTeraGrid (10 (10 GbpsGbps via Starlight)via Starlight)
Abilene (10 Abilene (10 GbpsGbps via Starlight)via Starlight)

NewNew--York (MANLAN)York (MANLAN)
BNL (10 BNL (10 GbpsGbps in 2006)in 2006)
ESnet, Abilene (10 ESnet, Abilene (10 GbpsGbps via MANLAN)via MANLAN)
HOPI (2 x 10 HOPI (2 x 10 GbpsGbps))
CANARIE (3 x 10 CANARIE (3 x 10 GbpsGbps))
NLRNLR
Buffalo (2 x 10 Buffalo (2 x 10 GbpsGbps))
Atlantic Wave (10 Atlantic Wave (10 GbpsGbps))

9 to 16 10GE 9 to 16 10GE 
waves in waves in 
20052005

8 to 10 10GE 8 to 10 10GE 
waves in waves in 
20052005



Transatlantic Network Transatlantic Network 
Requirements Estimates (in Requirements Estimates (in GbpsGbps))

40302010-2010Backup Backup[2]Other BW[1] (GEANT, 
Surfnet, IRNC, Gloriad…)

8080604020105LHCNet BW

1201108050-6030105TOTAL US-CERN BW

40402010-201021.5Other (ESNet, Tier2, Inter-
Regional Traffic …)

40404030157.52.5CERN-FNAL (CMS)

4030201050.50.5 (Via 
ESnet)

CERN-BNL (ATLAS)

2010200920082007200620052004Year

[1] We assume that one-quarter to one-third of the bandwidth required is provided by 
other networks such as GN2 (the next-generation European backbone), Surfnet, 
Gloriad or the NSF IRNC link.
[2] The other networks are assumed to provide backup paths in case an LHCNet link 
goes down, or to provide “overflow” capacity if LHCNet is heavily subscribed.  



LHCNetLHCNet and and ESNetESNet Sept. 2005Sept. 2005

ALBALB
ATLATL

HUB

Aus.

Europe

SDGSDG

AsiaPac SEASEA

Major DOE Office of Science Sites
High-speed cross connects with Internet2/Abilene

SNVSNV

Europe

Japan

USNet 10 Gbps circuit based transport. (DOE funded project)
Major international

Production IP ESnet core, 10 Gbps enterprise IP traffic 

Japan
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Rings

10Gb/s
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CHICHI

LHCNet Data Network (10 Gb/s)

DCDC
GEANT2
SURFNet

NSF/IRNC circuit; GVA-AMS connection via Surfnet or Geant2 (10 Gb/s)

FNAL

BNL

≥ 2.5 Gb/s
Connections to ESnet Hubs in New-York and Chicago
Multi-lambdas (10 Gbps) to BNL and FNAL
Access to USNet for R&D 

CERN



ESnet, NSF/IRNC and ESnet, NSF/IRNC and LHCNetLHCNet ––
2007/20082007/2008

DENDEN

ELPELP

ALBALB
ATLATL

Metropolitan Area Rings

Aus.

Europe

SDGSDG

AsiaPac
SEASEA

Major DOE Office of Science Sites
High-speed cross connects with Internet2/Abilene

New ESnet hubs
ESnet hubs

SNVSNV

Europe

Japan

Science Data Network core, 40-60 Gbps circuit based transport
Lab supplied
Major international

Production IP ESnet core, 10 Gbps enterprise IP traffic 

Japan

Aus.

Metropolitan
Area

Rings

ESnet
Science Data Network

(2nd Core – 30-50 Gbps,
National Lambda Rail)

ESnet IP Core
(≥10 Gbps)

10Gb/s
10Gb/s
30Gb/s 
2 x 10Gb/s

NYCNYC
CHICHI

LHCNet
Data Network

(4 x 10 Gbps to the US)

LHCNet Data Network

DCDC

ESnet, NSF/IRNC and LHCNet – 2007/2008

GEANT2
SURFNet
IN2P3

NSF/IRNC circuit; GVA-AMS connection via Surfnet or Geant2

FNAL

BNL

End-to-end circuit provisioning across LHCNet and ESnet
Provisioning will initially be provided by manual circuit 
configuration, managed on-demand in the future
Technology collaboration with Glif, ESNet, Internet2/Abilene…

CERN



LHCNetLHCNet connection to Proposed ESnet connection to Proposed ESnet 
Lambda Infrastructure Based on National Lambda Infrastructure Based on National 

Lambda Rail: FY09Lambda Rail: FY09

NLR wavegear sites
NLR regeneration / OADM sites

ESnet via NLR (10 Gbps waves)
LHCNet (10 Gbps waves)
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New TopologyNew Topology
ConstraintsConstraints

SONET FramingSONET Framing
CostCost
““SymmetricSymmetric”” setup on both sides of the Atlanticsetup on both sides of the Atlantic
RedundancyRedundancy
Flexibility at all layersFlexibility at all layers
ScalableScalable

Technology reliability and interoperabilityTechnology reliability and interoperability
WANWAN--PHY PHY 
GFP capable products GFP capable products 

PrePre--ProductionProduction
Prepare each year for the production network of the following Prepare each year for the production network of the following 
year year 
TestbedTestbed directly attached to the directly attached to the LHCNetLHCNet
Enough resources to fully saturate 2 10 Enough resources to fully saturate 2 10 GbpsGbps links now. links now. 
4 10 4 10 GbpsGbps links by (?) Fall 2006 ? Or Spring 2007 ?links by (?) Fall 2006 ? Or Spring 2007 ?



New Technology Candidates: New Technology Candidates: 
Opportunities and IssuesOpportunities and Issues

New standard for SONET infrastructuresNew standard for SONET infrastructures
Alternative to the expensive PacketAlternative to the expensive Packet--OverOver--SonetSonet (POS) technology (POS) technology 
currently usedcurrently used
May change significantly the way in which we use SONET May change significantly the way in which we use SONET 
infrastructures infrastructures 

10 GE WAN10 GE WAN--PHY standardPHY standard
Ethernet frames across OCEthernet frames across OC--192 SONET networks192 SONET networks
Ethernet as inexpensive linking technology between LANs & WANsEthernet as inexpensive linking technology between LANs & WANs
Supported by only a few vendors Supported by only a few vendors 

LCAS/VCAT standardsLCAS/VCAT standards
PointPoint--toto--point circuitpoint circuit--based servicesbased services
Transport capacity adjustments according to the traffic pattern.Transport capacity adjustments according to the traffic pattern.
““Bandwidth on DemandBandwidth on Demand”” becomes possible for SONET networkbecomes possible for SONET network

NEW standards and NEW hardware  NEW standards and NEW hardware  
Intensive evaluation and validation periodIntensive evaluation and validation period
WANWAN--PHY tests in July 2005PHY tests in July 2005
LCAS/VCAT tests at the end of 2005 ?LCAS/VCAT tests at the end of 2005 ?



DesignDesign
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Current setupCurrent setup



September 2005 (WANSeptember 2005 (WAN--PHY option)PHY option)



End of 2005End of 2005



20072007--2008 (Circuit Oriented Services?)2008 (Circuit Oriented Services?)



2005 2005 WorkplanWorkplan
June 2005: Call for tender; CERN financial committee June 2005: Call for tender; CERN financial committee 

July 2005: Negotiations with vendorsJuly 2005: Negotiations with vendors
Splitting the service between two suppliersSplitting the service between two suppliers

July 2005: Topology & Equipment selectionJuly 2005: Topology & Equipment selection
WANWAN--PHY tests ?? Cisco, F10?PHY tests ?? Cisco, F10?

September September -- October: 2005 Circuits deliveryOctober: 2005 Circuits delivery

January 2006: Direct path to BNLJanuary 2006: Direct path to BNL



Cost EstimationCost Estimation

Geneva

ChicagoNew York

4 x 10GBE 4 x 10GBE

4 x 10GBE

1x 10G SONET 

1x 10G SONET 

1x 10G SONET 

RemarksRemarksCost Cost 
Estimation Estimation 
(including (including 
discount)discount)

CircuitCircuit--
orientedoriented

793 M$793 M$GFP/GFP/
LCASLCAS

Routing and Routing and 
SwitchingSwitching

330 M$330 M$WANWAN--
PHYPHY

Only two Only two 
10GE LAN10GE LAN--
PHY modulesPHY modules
RoutingRouting

1,500 M$1,500 M$PacketPacket--
overover--
SonetSonet



Organization ProposalOrganization Proposal



ManpowerManpower

20052005--2008: 0.6 CERN FTE dedicated to Pre2008: 0.6 CERN FTE dedicated to Pre--ProductionProduction

Caltech and CERN Contributions
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Caltech Staff Activity DistributionCaltech Staff Activity Distribution
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GFP/LCAS cost estimationGFP/LCAS cost estimation

2 6 $ 67800

$ 793,000


