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gLite components overview

Enabling Grids for E-sciencE

Near Future

. API

now Access Services
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Monitoring Monitoring Monitoring
Authentication Dynarryc_ Service
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Storage Data _ Computing Workload
Element Movement Sjite Prgxy Element Management
Data Services Job Management Services
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C Data services in gLite

Enabling Grids for E-sciencE

File Access Patterns:
Write once, read-many
Rare append-only with one owner
Frequent updated at one source - replicas check/pull new version
(NOT frequent updates, many users, many sites)
File naming
Mostly, see the “logical file name” (LFN)

LFN must be unique:
includes logical directory name
in a VO namespace

E.g. /gLite/myVOname.org/runs/12aug05/datal.res
3 service types for data

Storage

Catalogs

Movement
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e ee File names and identifiers in gLite

Fnabling Grids for E-sciencE
Site Transport URL.:
URL Includes
protocol

userneed
SURL

Globally
unique
identifier

only see
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File Catalog Interface SRM Interface
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/O server Iinteractions
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Provided by site

Provided by VO

o Local Authentication,
5,7, Local User Authorization . .
Authorization and
SE |srm Mapping
| Native I/O 4. SRM resolution
{SURL to TURL)
Worlker Mode, 1| 6. Native /O
Access

File
Authorization
Service

Client
Application

1. Access using LFN or GUID Grid 2. Access

through secure Grid /O I/O Server Authorization

3. Mapping resoclution (LFN,GUID to SURL) 2

Catalogs
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SISICIC) AuthN and AuthZ in data management

C2. myproey -init

store long-ved Fll_E _
LUser proxy 52, Fenew USEr proqy Authonzation
If ¢closa Lo adplration Sarvice

Worler MNode, LI 51, Autharize file accass

Lsing delegated User proxy

Cliant
Application

4. Sandea eall

Data Service

HEBINY WS el @rasy
CA: delegating
Lssr proxy to sendce

54, accesg 5E
Using delegated, maybe

ramawar Liear [FEA)

53, re-request WOMS
slgrature on rencwoed prosy

Cl.woame-prosy iRt
Lorelurns slgred prow cerl

SE




Cy Storage Element in GLite

Enabling Grids for E-sciencE

Currently, Mass Storage Systems:
Castor, dCache

Provides...
Storage services

Transfer services
At least GridFTP

POSIX-like 1/O interface
An SRM implementation
With

“Auxiliary Security”

If SE supports ACL (extensions to POSIX-like access control — e.qg.
multiple groups), SE accesses the user, group data in VOMS proxy

Optional logging and accounting services
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Enabling Grids for E-sciencE

Why SRM ?

Grid Middleware

——

:

:

SRM SRM

SRM

Currently supported,
via SRM, by gLite

SRM

INFSO-RI-508833

DMS Overview EGEE Tutorial, Taipei, 22-23.08.2005

10



C Cataloguing Requirements

Enabling Grids for E-sciencE

Catalogs built based on requirements from HEP
experiments and the Biomedical EGEE community

Started design from AliEn File Catalog
Logical namespace management
Virtual Filesystem view (DataSets via directory hierarchy)
Support Metadata attached to files
Bulk Operations

Strong security: basic unix permissions and fine-grained ACLs
(i.e. not just directory but file-granularity)
Support flexible deployment models
Single central catalog model
Site local catalogs connected to a single central catalog model
Site local catalogs without single central catalog model

Scalable to many clients and to a large number of entries;
address performance issues seen with EDG RLS
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G Catalogs

Enabling Grids for E-sciencE

Fireman
Fireman = File and Replica Manager
Also interfaces to metadata catalog
Implements all file management interfaces
Using replica catalog: manage replicas using GUID
File Authorization Service

Request authorisation - based on the DN and the Groups from
the user’s delegated credentials

the FAS and Catalog interfaces are implemented by the same
service

Metadata Catalog
Metadata are application specific
All files in a directory have the same schema
(Many directories can share a schema)
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Catalogue interfaces and Services
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i :
Storage Index 4 Combined Catalog Metadata Catalog E File Authorization
i r i

: File Catalog

Replica Catalog

Metadata Schema

Matadata Base

Y i

i Authorization Base

gLite File
Authorization
Sarvice

glLite Storage
Index Service

glLite Fireman
Catalog Service

gLite Metadata
Catalog Service
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C gLite Catalog Releases

Enabling Grids for E-sciencE

FIReMan Catalog
Release 1: Single Central deployment model only

Release 2: Distributed catalog according to design using Java
Messaging Services to propagate updates between catalog
Instances

Storage Index
Already in Release 1
Main interaction point with Workload Management
Metadata Catalog
Release 1. Base Implemented by FiReMan
Also a standalone service, single central instance
Release 2: distribution using a messaging infrastructure
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G

Data Movement

Enabling Grids for E-sciencE

File movement is asynchronous — submit a job
Held in file transfer queue
Data scheduler

Single service per VO — can be distributed

VO can apply policies (priorities, preferred sites, recovery
modes..)

Client interfaces:
Browser
APIs
Web service
“File transfer”
Uses SURL
“File placement”
Uses LFN or GUID, accesses Catalogues to resolve them
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C Summary
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Data Movement
Transfer
Data Scheduler Agent

File Transfer

File Placement

File Transfer Quels

Look up, register, authorise ———_—~——__ Trigger and monitor transfer

____..-r-""'-f _-""h-__-‘---‘--_
—
Data Catalogs Data Storage
Grid IfO
File Catalog I—OOk Up, Server
I Grid 1/O
Replica Catalog reg|5ter1
— M ati Fla
Metadata Catalog il aUthonse =
SRM
File Authorization
Storage Index Catalog Persistent Store File Transfer Interface

GridFTP

Storage Elemernt L
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C For More Information
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JRA1 Data Management homepage
http://cern.ch/eqgee-jral-dm

EGEE Middleware Architecture and Planning
https://edms.cern.ch/document/594698/

gLite FiIReMan user guide

Overview
https://edms.cern.ch/file/570643/1/EGEE-TECH-570643-v1.0.pdf

Command Line tools
https://edms.cern.ch/file/570780/1/EGEE-TECH-570780-v1.0.pdf

C/C++ API
https://edms.cern.ch/file/570780/1/EGEE-TECH-570780-C-CPP-API-v1.0.pdf

Java API
https://edms.cern.ch/file/570780/1/EGEE-TECH-570780-JAVA-API-v1.0.pdf
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