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Reconstruction stress testing

F.
It works well!
Doesn’t it?

David Front, Weizmann Institute
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COOQOL verification

e Strong unit testing is done by developers

« Past findings

— Learn requirements:
» Payload gueries vs. R/O SQL access
e Define workload

— COOL issues

o COOL support of bulk insertion is important
« Memory leaks at RAL and COOL
o Computing IOV tables statistics is essential
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Atlas COOL reconstruction workload

Expected arrival rate of Atlas COOL data:

e ‘|IOV average duration’
(frequency of updating DCS data)
IS 5-10 minutes

e Avg. data in each IOV duration is 10-100 MB

— # COOL folders: 1000-3000
— # channellds per folder: 100-300
— # bytes per IOV: 100

Payload: usually some (~20) numbers
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Atlas COOL reconstruction workload

Reconstruction processes:

1000 Reconstruction processes may run in parallel,
on 100 machines (up to 10 processes/machine)

« A process starts every 5 seconds
« Reconstruction is done for data that is an order of two days old

« Reconstruction jobs are spawned in sequential time, preserving the
order of data taking

e At start, each process reads all COOL data of its IOV,

« Afterwards, processes do reconstruction for up to 5000 sec (1000
processes * 5 sec)

 60-120 processes read the same COOL data
(Since a process starts every 5 seconds, and IOV duration is 5-10
minutes)
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Atlas COOL reconstruction workload: Goal

Each reconstruction process uses an average of
no more than 5 seconds of the DB server
‘exclusive’ time

This means that on the long run, if in average X
clients are reading from COOL simultaneously,
read duration (of 1 IOV of all channellds of all

folders) should not be longer than: 5 seconds*X
Note: X is much smaller than the number of reconstruction
processes (1000), because most of the time, each

process does reconstruction work rather than reading
COOL data
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Compare Atlas reconstruction to LHCB

Atlas LHCB Ratio
data per IOV |10-100 2-40 2.5-5
[MB]
Jobs /day 17280 1400 12
(Once per 5 secs)
distribution All at CERN 7 sites 7
Atlas compared to LHCB reconstruction, loads its COOL DB
server (~4*12*7=336) a few orders of magnitude more
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Scalability testing (Luca)

Explore response of the system to the variation of
a tested parameter, such as #users

Plot response time seen by one user for a
reference query, as a function of the #users
simultaneously accessing the server

Present the variation of server host and DB
resources (CPU, memory, I/O, network)
as a function of #users (on the server)

Present the variation of client node response as a
function of #users on each client
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Testing technique

Statistics was collected for each 10V table before testing

COOL repository:

— 100 Folders
e 10"of expected minimum

— Each with 100 Channellds
* minimum

— Each with 1000 IOVs
* equivalent to half a week

— COOL payload: 10 floats
DB server: non RAC Oracle cooldev (400MB cache)

COOL clients: Ixb and Ixplus nodes
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Testing compromises

Simulation was only partial:

« 100 Folders: Only 10" of expected minimum

e 1000 I0OVs per folder: equivalent to half a week
DB server: non RAC Oracle

« Small number of client machines < 10

DB Server 10 behavior was not fully simulated

— Should be: 60 clients read the same data, then
another 60 clients read next IOV and so on

— Was: Same 10V repeatedly read
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COOL verification infrastructure

lemon
Tests 7
Specific
configuration | |
l Spawn
COOL _ _
Clients COOL client (Write /)
Test runner | | via ssh — | coolMClient.cpp read
‘1, N log

Sqlite

—1 | Client machine/s

coolTest.db

e COOL accessed via a CPP client

OEM

DB server

Client does COOL reads(writes) according to configuration
and logs cool and host performance

* Python scripts

— Per-tests-suite python configuration
— Run multiple clients

— Create sqlite database per tests suite
10/2005 COOL read workload
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Per tests suite configuration

optsDict = {

"CoolVersion" : "COOL 1 2 4"

"hosts" : ['1xb0682', 'lxplus056'],

"command" : 'read',

"clientOpts" : {
"mnumIOVs!" 1,
"totNumFolders" 100,
"channelsPerFolder" 100,
"firstSince™“ -1,
"numClients" [10,20,30],
"numFieldsF1lt" 10,
"testDuration" 1,
"dbKind" "oracle",

b}

10/2005 COOL read workload

# read or write
# Options that go to clients

# 1 10V for reconstruction

# Since of last IOV
# A test for each value
# Defines the payload

# DB options....
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Sqlite test result database

CREATE TABLE coolTest (

time TEXT,

testValue TEXT,
runNum INTEGER,
IsDefault INTEGER,
duration INTEGER,
ExpectedWoR REAL,

testName TEXT,
client INTEGER,
report INTEGER,
elapsed INTEGER,
ActualWoR REAL,
percWoR INTEGER,

numPerSecWoR INTEGER, MBpMinWoR REAL,
expectedMBpMinWoR REAL, load5 REAL,
clientsCPUperc INTEGER, clientMemPerc INTEGER,

passed TEXT,

10/2005

hostname TEXT);
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Server Is occupied wailting

e Testing with ‘usual’ parameters:

Once every 5 seconds a job is spawned that reads 100 records (one per channelld)
from 100 COOL tables

« The number of clients varies between 1 and 50
» Cache contention appears with 20 clients

e Tests done for IOV number 1000, and repeated for IOV number 1,
in order to avoid the effect of: #2223performance of 10V retrieval is not uniform in [-inf, +infl:
Each client reads the same data IOV number:
IOV number 1000 or IOV number 1

V V

WA

HR 3

v & wait

53-223 B User 10
0,000 - — - - - e - - - — - B cru

11:00 1 2 2 4 5 & 7 ] 9 1o 1112PM 1 2 2 4 5 & 7 ] 9 1w
17 18
Qctober 2005%
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‘concurrency’ Is
‘latch library cache contention’

HOST
£ 200 V‘\/M\
2 1o
2 B Run Clueue Length
E 20
g 10
@ 00 Paging Rate
K 3:10pm 9:20pm 9:30pm 9:40pm 9:50pm 10:00pm

October 17, 2005
Sessions: Yaiting and Working

2580

W User /O
B System /O
B Scheduler

E 150 Other
8 Metwark
5 10.0 i0n
:
b3 il
5.0 W Application
Maximum CPU B Administrative
0o - : ’ : W CPU Used
3:10pm 9:20pm 9:30pm 9:40pm

October 17, 2005
Instance Throughput

2 1

E o Transactions

5 M Logons

o

= 20000

§ 10000 "/\ Redo Size (KB)

é g \/\/\/"\/\M B Physical Reads (KB)
x 3:10pm 9:20pm 9:30pm 9:40pm 9:50pm 10:00pm

October 17, 2005
Wiew (81 Per Serand () Par Transartinn
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Repeating pattern for IOV 1000

 When spawning a number of tasks, a period of ‘latch
library cache’ with no 10

» |Is followed by a period where the contention goes lower
and 1O happens

* The pattern becomes more prominent, at each testing
iteration
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1-50 clients, read from IOV#1

numClients: .. 20 30 40 50
35121
.29.2?6
3z.421
E?.SSS
$1.710
$5.855 X
0'00%:50 ) ?:55 800 805 -. _” _ _.--_ 820 835 8140 845 850 Q.00 Q105 ar1o arls
Oct 18, 2005
Legend:
Green: CPU, blue: concurrency, purple: 10, pink: other
17
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Host monitoring

#1000 #1

20
20

e e |

1o

157 2 = 9 12PM 3 = 9
17
Qctober 2005 B CFU Load

100 -

50

I:] 1 L L L L L L L
ls7 2 = 9 12PM 2 & 9
17

October 2005 | [l Memary Utilization (%)

O Sweap Utilization &

#1000 #1

1500
1000
00

L

157 2 & 9 12PM 3 & 9
17

Qctober 2005 [l Total 1/0s per second

1ao
=0 \‘

|:| dih A I A L A ")
los7 32 & 9 12FPM 2 & 9
17

Dctober 2005 W CPU 1O ait
[ CPU Utilization

For IOV number 1000 and for number 1:

Server: Host memory is ok, 1/0 goes high, and hence CPU load
Clients: No high stress observed

For IOV number 1000 the stress is longer than for number 1
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Elapsed time and client monitoring

IOV # 1000

time2005- | testName testValue | avg(elaps | min(elaps | max(elaps | avg(load5 | clientsCP | clientMe

16-17 ed) ed) ed) ) Uperc mPerc

21:01 numClients 1 201 201 201 3 11 0.7

21:30 numClients 10 270 116 363 1 8 0.7

21:41 numClients 20 224 150 287 0 7.3 0.7

22:03 numClients 30 1370 719 2496 0 3.7 0.7

23:46 numClients 40 1410 1032 1488 0 14 0.7

00:22 numClients 50 1858 1281 2375 0 23 0.7

IOV# 1
Time testName testVaue avg(elapsed) avg(‘serverT min max avg clientsCPUp clientMemP
2005-10-18 ime') = (elapsed) (elapsed) (load5) erc erc
avg(elapsed)
/numClients

19:34 numClients 1 448 448 448 448 0 5.8 29
19:42 numClients 10 333 33 309 362 0 7.2 2.9
19:48 numClients 20 198 10 159 241 0 109 3
19:53 numClients 30 1298 43 348 1758 0 7.2 3
20:24 numClients 40 766 19 641 1038 0 25 3
20:42 20:55 numClients 50 639 13 532 785 0 33 3

IOV # 1000 ~/dfront/public/cool/coolLogs/tests_reconstruction/read/05-10-17 20-53_Ixplus8Machines
IOV # 1 ~/dfront/public/cool/coolLogs/tests_reconstruction/read/05-10-18 19 34 SincelManyClients



Avg elapsed, IOV # 1000 vs. # 1

Reading IOV# 1000 vs.# 1

= 2000
o
—e—awg(elapsed) g o 1500
IOV# 1000 = &
© = 1000 |
—a— avg(elapsed) 0 <
IOV # 1 S5 500 -
Q
> ="
0
(4] \ T T

1 10 20 30 40 50

Num of clients
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OEM recommendations IOV #1000

https://oms.cern.ch/em/console/database/instance/hdm?target=COOLDEV.cern.ch&type=oracle database&endSnap|D=3006&startSnap|D=3005&task id=3043

©) Oracle Enterprise Manager (DFRONTOEM) - Automatic Database Diagnostic Monitor (ADDM) - Mozilla Firefox

File Edit Wew Go Bookmarks Tools  Help 0

<.‘5' - B @ @ ml] E) ||_| https:/foms.cern.chiem/consalsfdatabasefinst ancefhdm?target=COOLDEY cern.chitype=oracle_databasefendSnaplD= (<) V| @ Go “Q, |

|| Customize Links | | ‘Windows | | Windows Media %] Gmail Browser Requi. ..

ﬁ http:f... 49053 | | | Oracle Enter... LG Databa, .. Iﬂ] compartr.jp... -'F' COOL - Task,,. || | | Qracle Enter... | | | Oracle Enter... || | | Qracle Enter... | | | Oracle Enter... | |_| Oracle Ent... | @
. ”~
Database Activity

(Create ADDM Task )

The selected icon below the graph identifies the perfarmance analysis period. Click on a different icon to select a different analysis period.

29.763
F9.842 @ wait
o W User 1;0
9921 I cru
0.000
oo 2 3 4 5 6 7 8 & 10 11124 1 2 23 4 5 & 7 8 5 1o 11
oct 17, 2005 18

Performance Analysis
Task Name ADDM:1207479824_1_3006

| 'View Snapshots) [ 'View Repor‘t)

Database Time {minutes) 2,414.75  Period Start Time Oct 17, 2005 11:00:08 PM  Period Duration (minutes) 60.85
Task Owner SYS Average Active Sessions 39.68
| Impact |%[‘T|Finding Recommendations
21.06 Soft parsing of S0L statements was consuming significant database time. 1 DB Configuration
1 Application Analysis
4 55 The huffer cache was undersized causing significant additional read 1¥0. 1 DB Configuration
3.9 The throughput of the YO subsystem was significantly lower than expected. 1 Host Configuration
3.75 501 statements consuming significant database time were found. 1 S0L Tuning
1.68 Individual database segments responsible for significant user KO wait were found. 5 Segment Tuning 0
1.4 Individual S0L staternents responsible for significant user 1O wait were found. 1 S0L Tuning

P> Informational Findings

10/2005 @ Find: __bulk @ Find Mext @ Find Previous [=| Highlight [] Match case lL,'_]; Reached end of page, continued from kop 21
Dane

oms.cerm.ch (=)

v




OEM recommendations IOV #1000

https://oms.cern.ch/em/console/database/instance/hdm?target=COOLDEV.cern.ch&type=oracle database&endSnap|D=3008&startSnap|D=3007&task id=3045

©) Oracle Enterprise Manager (DFRONTOEM) - #utomatic Database Diagnostic Monitor (ADDM) - Mozilla Firefox

File Edit View Go Bookmarks Tools Help (4]
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|| tCustomize Links | | Windows | | Windows Media [“] Gmail Browser Requi...

ﬁhttp:j..AQDSS || Oracle Enker... C‘.—_.E: LCG Databa. .. ]ﬂlcompartr.jp... *’COOL - Task...| | | Oracle Enter... | | | Cracle Enter... || | | Oracle Enter... | || Oracle Ent... | || Cracle Enter... 3¢

The selected icon below the graph identifies the performance analysis period. Click on a different icon to select a different analysis period. -~
39,103
29327
245550 [ wait
E B User ;O
N TTE | Cru
o000 S
107 2 3 4 5 =] 7 =1 9 10 11 12PFM 1 2 3 4 5 & 7 =1 g 10 11
Qct 18, 2005
&

Performance Analysis
Task Mame ADDM:1207479824_1_3008

(view Snapshms) (view Repon)

Database Time (minutes) 1,590.19  Period Start Time Oct 18, 2005 1:07:02 AM  Period Duration {minutes) 54.13
Tagk Dwner SYS Awverage Active Sessions 29.38
| Impact |%[‘T|Finding |Recommendations |
15.41 Soft parsing of SGEL statements was consuming significant database time. 1 DB Configuration
1 Application Analysis
5.8 The throughput of the IO subsystem was significantly lower than expected. 2 Host Configuration
4.39 The buffer cache was undersized causing significant additional read 0. 1 DB Configuration
3.2 Individual database segments responsible for significant user WO wait were found. 5 Segment Tuning
2.02 S0L statements consuming significant database time were found. 1 S0L Tuning
1.57 Individual database seqgments respongible for significant physical A0 were found. 5 Segment Tuning
P=Informational Findings
Horne | Targets | Deployments | Alerts | Jobs | Setup | Preferences | Help | Logout v

[ — e =
10/200\ E Find: (@ FindMext (© Find Previous =] Highlight [] Match case [} Reached end of page, continued from top
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OEM recommendations IOV #1

https://oms.cern.ch/em/console/database/instance/hdm?target=COOLDEV.cern.ch&type=oracle database&endSnaplD=3026&startSnaplD=3025&task id=3063
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©) Oracle Enterprise Manager (DFRONTOEM) - Automatic Database Diagnostic Monitor (ADDM) - Mozilla, Firefox
File Edit Yiew Go Bookmarks Tools  Help
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The selected icon below the graph identifies the performance analysis period. Click on a different icon to select a different analysis period.

ﬁ
v
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Performance Analysis
Task Mame ADDM:1207479824_1_3026
((view snapshots ) (view Report )
Database Time (minutes) 359442 Period Start Time Oct 18, 2005 7:00:14 PM  Period Duration (minutes) 60.3
Task Owner SYS Average Active Sessions 5.88
Impact (%)~ |Findinq Recommendations
24 .62 50L statermnents consuming significant database time were found. 5 S0L Tuning
12.87 The buffer cache was undersized causing significant additional read 0. 1 DB Configuration
10.93 Individual S0L statements responsible for significant user FO wait were found. 5 SOL Tuning
8.68 Individual database segments responsible for significant user KO weait were found. 9 Segment Tuning
5.38 Soft parsing of SOL statements was consuming significant database time. 1 DB Configuration
1 Application Analysis B
3.02 Individual database segments responsible for significant physical /0 were found. 5 Segment Tuning
1.24 The throughput of the Y0 subsystem was significantly lower than expected. 1 Host Configuration
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OEM recommendations IOV #1

https://oms.cern.ch/em/console/database/instance/hdm?target=COOLDEV.cern.ch&type=oracle database&endSnaplD=3026&startSnaplD=3025&task id=3064&event=view_result

©) Oracle Enterprise Manager, (DFRONTOEM) - Automatic Database Diagnostic Monitor (ADDM) - Mozilla Firefox

File Edit ‘%iew Go Bookmarks Tools  Help
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Performance Analysis
Task Name ADDM:1207479824 1 3027
(Wiew Snapshms) (Wiew Repur‘t)
Database Time (minotes) 1,5961.98  Period Start Time Oct 18, 2005 8:00:32 PM  Period Duration (minutes) 60.33
Task Cwner SYS Average Active Sessions 25.89
| Impact (%]\_|Findinq |Recnmmendations
11.586/The buffer cache was undersized causing significant additional read /0. 1 DB Configuration
.93 Soft parsing of SAL staterments was consuming sighificant database time. 1 DB Configuration
1 Application Analysis
726 50L staterments consuming significant database time were found. 2 50L Tuning
5.09Individual database segments responsible for significant user A0 wait were found. 5 Segrnent Tuning
3.82/The throughput of the K0 subsystem was significantly lower than expected. 1 Host Configuration B
2 B3MYait event "latch: library cache lock” in wait class "Concurrency” was consuming significant database time. 2 Application Analysis
286 Individual database segments responsible for significant physical 1O were found. 5 Segment Tuning
1.22Individual SGL staterments responsible for significant user O wait were found. 2 30L Tuning
W
B Find: © Find Next (© Find Previous [=] Highlight [] Matchease 1|} Reached end of page, continued from top
Dane oms.cermch (2
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Enhancing the simulation:

sustained Insertion

e My testing was done only for one IOV
(simulating 5 minutes)

* This was done, assuming that the data of each
IOV Is independent to each other

« Actually, the arrival of reading jobs will be
sustained

* If Oracle server benefits from reading one 10V,
In order to read the next IOV faster/ more easily,
one could expect better results

. Idogd not test this yet, but as you will see, Andrea
|
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Testing results

My testing so far failed to show that COOL 1_2 4 does comply with the
Atlas reconstruction workload requirements

While reading IOV # 1, results are generally better than for IOV #1000, but
in both cases the server is too stressed and performance is too low

The (soon) planned fix of issue
#2223Performance of 10V retrieval is not uniform in [-inf, +inf]
should enhance compliance with Atlas reconstruction requirements

Because of server stress, it does not make sense to extrapolate the
performance of full workload from my current (partial) numerical results

LHCB has considerably less demanding reconstruction requirements and
hence may probably be met by COOL 1 2 4
Actions:
— Run sustained insertion for a while (on RAC server), to learn if this betters results
— Learn OEM (and TBD Oracle support) recommendations
— Learn from Andrea’s more optimistic testing
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Verification plans/ wish list

Repeat insertion and reconstruction testing when
following issues are fixed

— #2223Performance of IOV retrieval is not uniform in [-inf, +inf]

— #2009Simultaneous bulk insertion to more than one channel at a
time.

Test closer to realistic workload:

— Tables with 1 year of data (rather than a few days)...
Enhance definition of the reconstruction workload
— Assuming that Richard H. has fresh input for this
Enhance testing environment

— Use lam at my framework

Wish: Access OEM data programmatically

Suggestions?
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Lessons

* Once testing diverts considerably from ‘normal’
conditions (client or server is highly stressed),
rather than driving (wrong) conclusions from
results, it is better to locate and fix the cause
reasons

e Closer work and better communication with
Databases Oracle support and Andrea could
enhance that to allow future testing to focus
faster than past testing

* Interesting problems tend to ‘hide’ as side effects

* |‘reinvented’ a ‘lam’-like testing framework ®
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Links

 Relevant savannah Items:
Verification tasks:
#2398Scalability tests for COOL data retrieval performance.
#2409Atlas workload tests for COOL data retrieval
#2566Comparison of LHCb and Atlas reference workloads
Gating issues:
#2223Performance of IOV retrieval is not uniform in [-inf, +inf]

#2009Simultaneous bulk insertion to more than one channel at a time.

e CVS code: Cool/contrib/VerificationClient/

e Log directories, per tests suite
~dfront/public/www/cool/coolLogs/tests_reconstruction/read/*

e Per test configuration script:
At each log directory: tests_reconstruction.py

* Result sqglite DB files:
At each log directory: coolTest.db

10/2005 COOL read workload
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10/2005

A happy new year!

COOL read workload

A blessing

for a (Jewish)
happy new year
by a young friend
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