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STREAMS OverviewSTREAMS Overview

Flexible feature for information sharing
Basic elements:

Capture
Staging
Consumption

Replicate data from one database to one or 
more databases
Databases can be non identical copies
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STREAMS ArchitectureSTREAMS Architecture
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TESTBED ConfigurationTESTBED Configuration
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TESTBED ConfigurationTESTBED Configuration

Database version 10.1.0.4
Apply patch for bug 4291110 (ORA – 25228)

Database version 10.1.0.3 not usable at source 
database due to bug 3840917
Connection problems with GridKA
Propagation to target disabled because of:

Listener down
Database not available
…

Resources limited at CERN

ORA – 04031 
Unable to allocate %s 

bytes of shared memory

Network people working on
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WIKI and SAVANNAHWIKI and SAVANNAH

LCG 3D Project - Distributed Deployment Of 
Databases For LCG wiki page

General information, minutes from meetings, 
configuration descriptions and scripts, …
3D users should register as wiki users
Redistribution on validation and production system

https://uimon.cern.ch/twiki/bin/view/ADCgroup/LCG3DWiki
Project tracker: Savannah

Log operations by each site
https://savannah.cern.ch/projects/lcg3d/
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3D OEM3D OEM

Installation script available in the LCG 3D wiki
Every site should join
Access to the OEM (account required):

http://lxfs6043.cern.ch:7777/em/
10gR1: no Streams monitoring

own monitoring scripts used
10gR2: Look for Streams on Maintenance page 
of EM
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3D OEM3D OEM
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FroNtierFroNtier

Frontier server available in the testbed
High performance database access 
Standard web components and additional 
components
Build an N-tier architecture for databases
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ConclusionsConclusions

CERN end of distribution testbed is ready 
Both Streams and Frontier tests are now 
possible
OEM based server monitoring and 
administration tools available
Frontier client kit and squit needs to be put up 
for distribution
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Stress test suite developed by Radovan Chytracek

TESTS: POOL TESTS: POOL FileCatalogFileCatalog (I)(I)

written in Python; multi-thread application; 
producer-consumer pattern
uses full RLS application stack of POOL FileCatalog
allows to setup multiple writers and readers using 
one or multiple RLS end-points which write and/or 
read RLS data via RLS end-points
log file: can be analyzed to produce some statistics
designed to avoid conflicts – not allow conflict 
resolution studies

FileCatalogFileCatalog

maintains consistent lists of accessible files (physical and logical 
names) together with their unique identifier (FileID)

resolves a logical file reference (FileID) to a physical file

Logical Naming

Object Lookup

Logical Filename n Physical Filename m

Logical Filename 2

Logical Filename 1

Physical Filename 2

Physical Filename 1

FileID
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TESTS: POOL TESTS: POOL FileCatalogFileCatalog (II)(II)

CERN to CERN
Streams setup bi-directionally
Tests running during 5 weeks, up to 1.500.000 entries

Changes to increase performance
CERN to testbed sites

Streams setup un-directionally
Tests running during 3 weeks, up to 50.000 entries

Tests 
focus on stability and robustness
Successful results
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TESTS: DDL operationsTESTS: DDL operations

Proposal to test DDL operations replication
Create and drop table, index, trigger, … , alter tables 
or index parameters, add columns, rename table, etc.
Test automated

Conclusions
Public synonyms not replicated
ALTER object RENAME… statements replicated but
RENAME… statement not replicated

Test replication of more than one schema
only CERN to CERN
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TESTS: COOL and ATLASDDTESTS: COOL and ATLASDD

COOL is an API for reading and writing 
conditions data 
Oracle Geometry DB (ATLASDD) with data 
access through the new POOL/RAL interface 
Replica of COOL and ATLASDD accounts 
created on CERN testbed databases
Streams replication setup
Tests ongoing
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Future TESTSFuture TESTS

ATLAS and LHCb condition database
ATLAS detector description database
CMS conditions via FroNtier and POOL
ATLAS condition database
ATLAS AMI meta data systems
LCG LFC catalog replication
ATLAS tag collection database
ARDA/EGEE meta data catalog
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Questions & AnswersQuestions & Answers
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