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AlIRoot: Current Status

Up-to-date description of ALICE detectors
— TGeo

Rich set of event generators, easily extensible

Possibility to use different transport packages
— VMC

User friendly steering classes for simulation and
reconstruction

Efficient track reconstruction
Combined PID based on Bayesian approach
ESD classes for analysis and fine-tune calibration

Analysis examples to explore wide spectrum of
heavy-ion and pp physics
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ALICE computing model

PP
— Quasi-online data distribution and first reconstruction at TO

— Further reconstructions at T1's
— 10 days’ buffer

Calibration, alignment and pilot reconstructions during data taking

Data distribution and first reconstruction at TO during four months
after AA

— Further reconstructions at T1's
— One day’s buffer

One copy of RAW at TO and one distributed at T1's




ALICE computing model

TO0

— Does: first pass reconstruction
— Stores: one copy of RAW, calibration data and first-pass ESD’s

T1
— Does: reconstructions and scheduled analysis
— Stores: second collective copy of RAW, one copy of all data to be kept, disk
replicas of ESD’s and AOD’s
T2
— Does: simulation and end-user analysis
— Stores: disk replicas of ESD’s and AOD’s

Three kinds of data analysis

— Fast pilot analysis of the data “just collected” to tune the first reconstruction
at TO Analysis Facility

— Ordered “establishment” analysis
— End-user analysis




ALICE Analysis Basic Concepts

Analysis Models
— Prompt analysis at TO using PROOF(+file catalogue) infrastructure
— Batch Analysis using GRID infrastructure
— Interactive Analysis using PROOF(+GRID) infrastructure

User Interface

— ALICE User access any GRID Infrastructure via AliEn or
ROOT/PROOF Uls

AliEn
— Native and “GRID on a GRID” (LCG/EGEE, ARC, OSG)

— Integrate as much as possible common components
e LFC, FTS, WMS, MonALISA ...

PROOF/ROOT
— single- + multitier static and dynamic PROOF cluster
— GRID API class TGrid(virtual)->TAliEn(real)




Prompt analysis
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Prompt analysis

We estimate a capacity of 7MSI2k to be
needed for fast pilot analysis and calibration

A large PROOF-enabled cluster that will read

from the DAQ disk buffer while data waits to
be taped

Limited use of metadata and tags

This is a “classical” PROOF application that
we will start prototyping next year

Main challenges will be access to data




Distributed analysis
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Tag architecture

Servers
Clients

From STAR GC




ALICE Analysis Data Distribution

e Sensitivity to errors grows with the size of the system
— Use local/central concepts, if possible!
— Keep site/data autonomy, wherever possible

e Analysis Data should be kept in Tier-0-1-2 centres

with minimum dispersion within a set of data
— Easier to do bookkeeping for sets of files

e Distributed Production, but focused storage
— Physics analysis needs a fixed set of data for comparisons

— Analysis better fail rather than providing results coming from
partial data sets




Grid Access Service i i s
Workload Mgmt

Data Mgmt

Resource Broker

Task Queue

File Placement Service
File Transfer Queue
Package Manager
AliEn CE (pull)

File Catalogue

Job Wrapper

Job Agent

Local Replica Catalogue
Local Job Catalogue
Storage Element
Computing Element
Storage Resource Mgr
Computing Resource
(LSF, PBS,...)

Middleware Services in AlIEn

Many OS components dealing with
Grid issues

Why not build the minimal GRID that
does the job?

— Fast development of a prototype, no
problem in exploring new roads,
restarting from scratch etc etc

Hundreds of users and developers
for the modules

Immediate adoption of emerging
standards

e AliEn (5% of code
developed, 95%
imported)




ALICE view on the current situation




PDC 04

e Jobs (AlIEN/LCG): Phase 1 - 75/25%, Phase 2 — 89/11%

e More operation sites added to the ALICE GRID as PDC
progressed

Jobs done

400 000 jobs, 6 hours/job, 750 MSi2K hours

OM entries in the AliEn file catalogue

4M physical files at 20 AliEn SEs in centres world-wide

30 TB at CERN CASTOR, 10 TB at remote AliEn SEs & backup at CERN

——— [ CNAF-PES: 16035

BS mCata-FBS - CCIN-BQS WCERN-LCG  CNAF-PES WFIK-FES WITEP-RRC mJINR-FES WLEL-LSF mOSC-FES - Prag-Pis mTori-LCG| | |MBari-PES mberg-Pes PBS M Hous-PES W IHEP-PES M ITEP-RRC MJINR-FES mlKI-PES |

additional resources through GRID federation (LCG)

RUM'05




Batch Analysis




Batch Analysis: input

e Input Files
— Downloaded into the local job sandbox: macros,
configuration...

* |Input Data

Created from Catalogue Queries

Stored as ROOT Objects (Tchain, TDSet, TAlienCollection) Iin
a registered GRID file

Stored in XML file format in a registered GRID file
Stored in a regular AliEn JDL

on demand GRID jobs don't stage Input Data into the job
sandbox (no download)
 GRID jobs access Input Data via “xrootd” protocol using the

TAlienFile class implementation in ROOT
TFile::Open(“alien://alice/...../Kinematis.root”);




P ————————==
ALICE Analysis - File Access from ROOT

“all files accessible via LFNS”

Ul to GRID Abstract Base | GRID Plugin
Service+Files . Classes ?

EGRID Service Authenticationg
i»Job-Interface i
»Catalogue-Interface

TAlien.) :
:TFile Plugin Implementation for the :
“alien /" Protocol Alien API
i uses TAlien methods to translate | i
i “alien/I” == “root://” URL (or others) ! Service

xrootd




Batch Analysis: Splitting

» Jobs are submitted to the ALICE (AliEn) Task Queue

e JDL’s undergo optimization and scheduling

— Job Optimizer

« JDLs can be broken up into several jobs (job splitting) based on
the Input Data list (file, SE, directory)

— The AliEn Task Queue implements Masterjobs and
corresponding Subjobs

« Analysis Subjobs can be monitored and referenced via the
Masterjob 1D

= Easy handling of hundred or thousands of jobs with a single 1D




ALICE AliEn Batch Analysis: Scheduling

= After optimization, a Job Scheduler periodically assign priorities
to jobs in the TQ

Scheduling defined by user based on reference and maximum
number of parallel jobs

Avoids flooding of the TQ and resources by a single user submitting
many jobs

Dynamic configuration
= Users can be privileged or blocked in the TQ by a system administrator

Reordering
of the Task Queue

5




Batch Analysis: Agents

ALICE CE’s do match-making in the AlIEn TQ periodically

— If matching tasks are found, Job Agents are submitted in the local
CE queue

Job Agents do a match-making in the AliEn TQ corresponding to
their environment (Job Pull)

— A running job agent means that the queue is up and running and
not a black-hole

— An unsuccessfully submitted agent does not fetch a job from the
Task Queue — no job resubmission need

— A started job agent knows its running conditions very precisely

— Same agent can execute more than one job, as long as the time to
live of the job does not exceed the time to live of the JA

The Job Agent Model allows to run with high efficiency even on
a less efficient Workload Management/Queue System
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ALICE Batch Analysis via agents in heterogeneous GRIDs

Job Optimizer-Splitting
JDL: InputDat
ﬂllQH fileS5.r %

JDLminputData JDL: InputData JDL: InputData




Batch Analysis via Agents on heterogeneous GRIDs

e Requirements to run AliEn as a “GRID on an GRID”
— Provide few (one) User logins per VO
— Install the Agent Software

— Startup agents via Queue/Broker systems or run as
permanent daemon

Access local storage element

- all data access from the application via xrootd
“xrootd” as front-end daemon to any mass storage system
ideally via the SRM interface, read-write mode
enforce strong authorization through file catalogue tokens
“xrootd” with every JobAgent / WN as an analysis cache
read-only mode

strong authorization only for specific secure MSS paths =>
“public access SE”




Interactive Analysis




Interactive Analysis Model: PROOF

e Four different use cases to consider
e Local Setups

— Conventional single-tier PROOF cluster in sites for interactive
Analysis (data pre-staged on the cluster disks)
e site autonomy
= site policies apply
< manual work for data deployment, but quite easy to do
— Integrate single-tier PROOF clusters into AliEn

- a permanent PROOF cluster(proofd+xrootd) is registered as a read-
only storage element in AliEn working on a MSS backend

 PROOF Chains are queried from the AliEn File Catalogue
« Location of data files in the xrootd cache using the xrootd redirector




Interactive Analysis Model: PROOF

e Multi-tier Static Setup
— Permanent PROOF clusters are configured in a multi-tier structure
— A PROOF Analysis Chain is queried directly from the File Catalogue

— A Chain is looked up by sub-masters using the local xrootd
redirectors

During an Analysis Query the PROOF master assigns analysis
packets to the sub-master -- workers have the right (=local) data
accessible

e Multi-tier Dynamic Setup

— all like in the multitier static setup, but

= proofd/xrootd are started up as jobs for a specific user in several tiers
using the AliEn Task Queue

e ...or... proofd/xrootd are started up as generic agents by a Job Agent —
the assignment of PROOFD to a specific user has to be implemented in
the PROOF master




PROOF@GRID: 1-Cluster Setup

Authentication

L
GRID Catalog
Query

List of Logical
File Names

Ifn:ifa
Ifn:ifb

Retrieve Redirector URL for LFN List ( opt. +
File Authaorization Tokens for each file)

List of MSS

TR

Mo Grid Service Connection Redirector URLs

rootd/redire ctor/im ss/a?authz=.__
rootd/redirector//mss/b?authz=__.

Contact xrootd SE Redirecror——
to locate files in the xrootd cache

Storage Element Storage Read Cache HI||||||||||||||||||miummu

Xrootd

MSS ':‘j Redirector List of Cluster URLs
Backend R

rootfx1/imss/a?authz=__.
rootfx2/imss/h?authz=__.

XROOTD/PROOF Master
FARM Client (Analysis)




PROOF@GRID Multitier Hierarchical

Setup with xrootd read-cache

proof

Qrootd
MSS

Submaster

Depending on the Catalogue model,

LFNs can be either resolved by the
master using a centralized file ca
or only SE indexed and resolved by
Submasters and local file catalogu
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Conclusions

» Parallelism at different levels offers new
opportunity for the analysis of extremely
large set of data

 The complexity of the system grows non-
linearly and It Is subject to the lack of
maturity of many of the components

e AlilEn and ROOT/PROOF are (rapidly evolving
but still) solid foundations to build the system

 However time Is very short now
— Which hopefully will increase our pragmatism!
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The AlIEn timeline

Agents and daemons

Start of EGEE <€

2001 2002 2003 2004

10% Data Challeriflge EUEWSS)
Physics Performance Report (mixing & ireconstruction)

First production (distributed simulation)

Functionality Interoperability  Performance, Scalability; Standards
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