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cle Introduction

Enabling Grids for E-sciencE

The Grid from a Services View

sppucavons [(Geem | [NEGReREY [

Cirid Fabric Eesource-specific impletnentations of basic setwices
E g, Transport protocols, name servers, differentiated services, CPU schedulers, public key
infrastructure, site accounting, directory service, 05 bypass

Application
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C A typical job workflow
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EGEE middlewares face to face

Enabling Grids for E-sciencE

LCG (the present) glLite (the future)
Security Security
GSI GSl and VOMS
Job Management Job Management
Condor + Globus Condor + Globus + blahp
CE, WN CE, WN
Logging & Bookkeeping Logging & Bookkeeping

Job Provenance
Package management

Data Management Data Management
LCG services LFC
gLite-1/O + FiReMan
Information & Monitoring Information & Monitoring
BDII (evolution of MDS) BDII
R-GMA + Service Discovery
Grid Access Grid Access
CLI + API CLI + API + Web Services
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Overview of EGEE Middleware

Enabling Grids for E-sciencE

The gLite Grid services follow a Service Oriented
Architecture

facilitate interoperability among Grid services
allow easier compliance with upcoming standards

Architecture is not bound to specific implementations

services are expected to work together
services can be deployed and used independently

The gLite service decomposition has been largely
influenced by the work performed in the LCG project
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Cy gLite components overview

Enabling Grids for E-sciencE

Grid Agcess AP CL|
Service
Access Services
Authorization Auditing Information & Job Service
Monitoring Monitoring Monitoring
Authentication Dynam.lc. Service
ConneCt|V|ty Discovery
Security Services Information & Monitoring Services
Metadata File & Replica _ Job Package
Catalog Catalog Agcounting | | provenance Manager
Storage Data _ Computing Workload
Element Movement Site Prgxy Element Management
Data Services Job Management Services
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o

Security System
(GSI, VOMS, and MyProxy)



G

Enabling Grids for E-sciencE

The same key is used for
encryption and
decryption
Advantages:

Fast

Disadvantages:

how to distribute the keys?

the number of keys is O(n?)
Examples:

DES

3DES

Rijndael (AES)

Blowfish

Kerberos

INFSO-RI-508833
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CHLEE Public Key Algorithms

Enabling Grids for E-sciencE

Every user has two keys: one
private and one public:

it is Iimpossible to derive the
private key from the public
one;

a message encrypted by one
key can be decripted only by
the other one.

No exchange of secrets is
necessary

the sender cyphers using the
public key of the receiver;

the receiver decripts using his
private key;

the number of keys is O(n). A's keys B's keys

Examples:
Diffie-Helmann (1977) ? ? ? ?

RSA (1 978) public private public private
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C Digital Certificates

Enabling Grids for E-sciencE

A’s digital signature is safe if:

A’s private key is not compromised
B knows A’s public key

How can B be sure that A’s public key is really A’s
public key and not someone else’s?

A third party guarantees the correspondence between public key
and owner’s identity, by signing a document which contains the
owner’s identity and his public key (Digital Certificate)

Both A and B must trust this third party
Two models:

PGP: “web of trust’;

X.509: hierarchical organization.
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CCGCCC PGP “web of trust”

F knows D and E, who knows A and C, who knows A and B.
F is reasonably sure that the key from A is really from A.
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G

Enabling Grids for E-sciencE

The “third party” is called Certification Authority (CA).

Issue certificates for users, programs and machines

Check the identity and the personal data of the
requestor
Registration Authorities (RAs) do the actual validation

CA'’s periodically publish a list of compromised
certificates

Certificate Revocation Lists (CRL)
They contain all the revoked certificates yet to expire

Online Certificate Status Protocol (OCSP).

CA certificates are self-signed
INFSO-RI-508833 Grids@work, Sophia Antipolis, 10.10.2005 15



CHEE X.509 Certificates

Enabling Grids for E-sciencE

An X.509 Certificate contains: Structure of a X.509 certificate
— ~—

([ Pwickey |
W
-
>C
> C

owner’s public key:

OU=GRID, CN=Andrea Sciaba )

s =
| Issuer: C=CH, O-CERN

identity of the owner;

|

info on the CA:;

| OU=G
| Expiration date: Aug 26 08:08:14 )
time of validity; 1
P N——
—> <\ Serial nu )
Serial number; = ‘
CA Digital signature ,>

R

digital signature of the CA
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@ The Grid Security Infrastructure

Enabling Grids for E-sciencE

Based on X.509 PKI: AI\ B

every us

certifica VERY IMPORTANT ure

certifica
the loca pse

wverya| Private keys must be stored only:

authentig

. Ase In protected places

. Bve se

2
j. B se AND

. Aen
priva key

Ase in encrypted form
. Bu
’ Cha|Scllgc. S~ £ <

7. B compares the decrypted string with
the original challenge

8. If they match, B verified A’s identity
and A can not repudiate it.

rivate key

o
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G VOMS “at a glance”

Enabling Grids for E-sciencE

Virtual Organization Membership Service (VOMS) is a service that
keeps track of the members of a VO and grants users
authorization to access the resource at VO level, providing
support for group membership, roles (e.g. administrator, sofware
manager, student) and capabilities.

Support for it is integrated in most of the grid services.

Provide a secure system for VO to organize the user in groups
and/or roles and to disseminate this information

User should be able to decide which information wants to publish
Compatibility with Globus Toolkit

Each VO has its own server(s) containing groups membership,
roles and capabilities information for each member

User contacts the server requesting his authorization info
The server sends the authorization info to the client
The client includes it in a proxy certificate

INFSO-RI-508833 Grids@work, Sophia Antipolis, 10.10.2005 18



e VOMS: virtual organisation

management system

Enabling Grids for E-sciencE

single login using voms-proxy-init only at the
beginning of the session (was grid-proxy-init)

backward compatibility: the extra VO related
information is in the user's proxy certificate, which can
be still used with non VOMS-aware services

multiple VOs: the user may "log-in" into multiple VOs
and create an aggregate proxy certificate, which
enables her to access resources in any of them

INFSO-RI-508833 Grids@work, Sophia Antipolis, 10.10.2005 19



C Introduction to VOMS

Enabling Grids for E-sciencE

VOMS Features
Single login using (proxy-init) only at the beginning of a session
Attaches VOMS certificate to user proxy
Expiration time

The authorization information is only valid for a limited period of the
time as the proxy certificate itself

Multiple VO

User may log-in into multiple VOs and create an aggregate proxy
certificate, which enables him/her to access resources in any one of
them

Backward compatibility
The extra VO related information is in the user’'s proxy certificate

User’s proxy certificate can be still used with non VOMS-aware
service

Security
All client-server communications are secured and authenticated

INFSO-RI-508833 Grids@work, Sophia Antipolis, 10.10.2005 20



C Introduction to VOMS

Enabling Grids for E-sciencE

Virtual Organization Membership Service (VOMS)

Account Database
Serving information in a special format (VOMS credentials)
Can be administered via command line & via web interface

Provides information on the user’s relationship with his/her
Virtual Organization (VO)

Membership
Group membership
Roles of user

INFSO-RI-508833 Grids@work, Sophia Antipolis, 10.10.2005 21



VOMS Server key components

Enabling Grids for E-sciencE

Set of services required to run VOMS Server
VOMS Server (configured one instance per VO)
VOMS Admin Management front-end
R-GMA Service Publisher

>, VOMS
client

VOMS Server

N

X
R-GMA \
Service
Publisher R-GMA

VOMS
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G Groups

Enabling Grids for E-sciencE

The number of users of a VO can be very high:
E.g. the experiment ATLAS has 2000 members

Make VO manageable by organizing users in groups:

VO BIOMED-FRANCE

Group Paris

Sorbonne University
Group Prof. de Gaulle
Central University

Group Lyon
Group Marseille

Groups can have a hierarchical structure

Group membership is added automatically to your
proxy when doing a voms-proxy-init

INFSO-RI-508833 Grids@work, Sophia Antipolis, 10.10.2005 23



C Groups rights

Enabling Grids for E-sciencE

Assign rights to certain members of the groups

using Access Control Lists (ACL) like in a file system
Allow / Deny
Create user
Delete user
Get ACL
Set ACL
List user
Remove ACL

Specifying unit for entry:
The local database administrator
A specific user (not necessarily a member of this VO)
Anyone who has a specific VOMS attribute FQAN

Anyone who presents a certificate issued by a known CA
(Including host and service certificates)

Absolutely anyone, even unauthenticated clients
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G

Enabling Grids for E-sciencE

Roles are specific roles a user has and that distinguishes him
from others in his group:

Software manager
Administrator
Manager

Difference between roles and groups:
Roles have no hierarchical structure — there is no sub-role

Roles are not used in ‘normal operation’
They are not added to the proxy by default when running voms-proxy-init

But they can be added to the proxy for special purposes when running
VOMS-proxy-init

Example:

User Yannick has the following membership
VO=BIOMED-FRANCE, Group=Paris, Role=SoftwareManager

During normal operation the role is not taken into account, e.g. Yannick
can work as a normal user

For special things he can obtain the role “Software Manager”

INFSO-RI-508833 Grids@work, Sophia Antipolis, 10.10.2005 25



e VOMS - components

Enabling Grids for E-sciencE

G5l
VOMSs-proxy-init - vomsd ‘\\
, SOAP+5SL admin-server :
edg-voms-admin o - - . Authz
d : AxislSOAP DE
web browser S5t ip| Web-admin
: senviet :
Tomecat i
VOMS Server

Authz DB is a RDBMS (both MySQL and Oracle are currently supported).
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Sl VOMS Server

Enabling Grids for E-sciencE

<

Perl CLI | 4 Tomcat & java-sec
soap -
Java GUI | «— axis

servlet '

VOMS server

browser | —

mkgridmap | <
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Enabling Grids for E-sciencE
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o

Enabling Grids for E-sciencE

Consists of a server and a set of client tools that can be used to delegate and
retrieve credentials to and from a server.

MyProxy Client commands:
* myproxy-init

* myproxy-info // myproxy-info -s <host name> -d
* myproxy-destroy
* myproxy-get-delegation // myproxy-get-delegation -s <host name> -d

-t <hours> -o <output file> -a <user proxys>
* myproxy-change-pass-phrase

The myproxy-init command allows you to create and send a delegated proxy
to a MyProxy server for later retrieval; in order to launch it you have to assure
you're able to execute the grid-proxy-init or vomsproxy-init command.

myproxy-init -s <host name> -t <hours> -d -n

The myproxy-init command stores a user proxy in the repository specified by <host
name> (the —s option). Default lifetime of proxies retrieved from the repository will be set
to <hours> (see -t) and no password authorization is permitted when fetching the proxy
from the repository (the -n option). The proxy is stored under the same user-name as is
your subject in your certificate (-d).



CHLEE Grld authentlcatlon with MyProxy

Enabling Grids for E-s

Ul

grid-proxy-init
myproxy-init

—_— GENIUS
Server
(Ul)

Local
WS

— MyProxy
Server
|
oW
eX- e\ed®
oxY~9
ye*

_
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o

Information System
(lcg-infosites, R-GMA,
DGAS, GridICE)



CC

Icg-infosites
(the present)



Uses of the IS in EGEE/LCG

Enabling Grids for E-sciencE

If you are 3 middleware developer

Ifou are 3 user

Retrieve information of Grid Matching job requirements and
resources and status Grid resources

Get the information of your jobs
status Retrieving information of Grid
Resources status and availability

If you are site manager or service

You “generate” the information for example
relative to your site or to a given service

INFSO-RI-508833 Grids@work, Sophia Antipolis, 10.10.2005 33



C Elements behind the IS

Enabling Grids for E-sciencE

khkkhkkhkkhkhkhkkhkhkhkhkhkhkhhkhkkhkhhkhkhhkhkhkhkkhhkhkhhkhkhkhkhkkhkhkhkhkhkhkkhkkkhkhkkhkhkkhkkhkkhkkkhkkkkhkhkhkkkhkkkkkkkkk*k

These are the data for alice: (in terms of CPUs)
khkkkhkkkkhkkkkkkkhhkkkhkhkhkkhkkkhkkkkhkhkhkkhkkkkhkkkhhkkkhkhkkkhkhkkhkhkkkkhkkhkhkkhkkkkhkkhkkhkhkkkkkkkkkkkkkk

#CPU Free Total Jobs Running Waiting Computing Element
5,2 51 0 0 0 ce.prd.hp.com:2119/jobmanager-lcgpbs-long
16 14 3 2 1 lcg06.sinp.msu.ru:2119/jobmanager-lcgpbs-long

10347 5565 2717 924 1793

‘ X Something has managed this information: (General IS architecture)
& X Something has provided it: (Providers, Servers)

Shé’cv\l,?”fgélggw%a certain “schema”: (GLUE Schema)

EGEE/LCG tools and
ﬂ / aft3AdVe sherasgccessed it following a protocol: (Access Protocol: LDAP)
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Cy The GLUE Schema

Enabling Grids for E-sciencE

Developed within High Energy Physics (HEP)
community

DataGrid / EGEE

DataTAG

Globus

Currently defines CEs and SEs

Entire R-GMA Schema (not only GLUE):

For service discovery and monitoring
http://hepunx.rl.ac.uk/egee/jral-uk/glite-r1/schema/index.html
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G Computing Element Hierarchy

Enabling Grids for E-sciencE

‘ C-I'!II'I'IFI-I.IElI"Ig Eleamant E-I'!II'I'II:'H.IHI"IH Elesment 'EIZII'I"’U-LI“I"IH Eleament

\ 4

Clustar

Hosl Sub=Ciluster Reprassntation Sub=Clustar Rapraseantation

Host Huost
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Crhie Schethg - Compiding Elesrer]

e Computing Element

ComputingElement
Info -Mame : string
-LEMSE Type : string -Uniquell : string foew]
-LRMEWersion : string -InformationSenicelURL @ string
-GRAMYersion : string 1.7
-HostHame : string Hosted Semice
T..
-izatekeeperPort : string
Clust ;
-TotalCPUs : int el i FileSystem - File
Stat HName : ting _ -Name - string [key] -Name : string [key]
dte -Uniquell : string [ey] -Root : string Size - int
-Status : string -InformationSeniceURL : string Size - int
. ") ) : -Creationlate : datetime
-Totaldobs @ int Awailables -int
Runninglabs : int H HostedFiles -Avallablespace tint g = -Lastodified : datetime
- : ostedFile &m .
o ) et -ReadOnly : boolean -Lastéuc cessed © datetime
SWraitingdebs : int i
T -Type : string mount -Latency :int
SWiarstResponseTime : int
SubClust ’—A -LifeTi : dateti
-EstimatedRezponzeTime : int kbbbl e Hetime : datelime
i i [—] ; -0 s st
-FreeCFUs - int Name : string RemoteFileSystem LocalFileSystem wner - =ing
-Uniquell @ string [key] 04 0.
Falicy -InformationSeniceURL : string i1_
i ; i Tty Tt ains fil
-MaxiiallClockTime : int ymy ST Lirectory K An= e
~MaxCPUTime : int
-MaxTotaldobs : int
-MaxRunningJobs : int 1.7
-Priarity @ int N
— partigipating host hainhdemaony StorageDevice Architecture
° Benchmark -RAMSize :int -Mame : string -Flatform Type : string
-@loballl : string -5100 : float RAMAvailable tint || s sing -SMPSize : int
-LacallD : string B . - R '
" SFO0 : float SitualSize :int .TransferRate - int
-Localbwner : string - il Airtualéwailable : int] | gize - int
-GlobalOwner : string o.f AovailableS int
-fwvailableSpace s in
-Status : string Host Frocessar P 1.7
-SchedulerSpacific : string -Wendor: string Metwadusd apter
-hdodel : =tri
" _E “r_'g -Mame : string
AccessCaontrolBase “Wersion : string OperatingSystem || |Faddress : string
-Rule : string [0..7] "ClockSpeed : int -Name : string -MTU :int
-InstructionSet : st :
SMFLoad Frocessorload RsIrUETionae "l'l!EI. . - -Release : string _OutboundIP : boolean
-Lasti Min : int -LastiMin - int -DtherPruce.ssnrDescrlptlnn string Mersion ; sting InbeundlF : boolean
-Last5Min : int -Last5Min : int -Cachel1: int
-Last1&Min : int -Last1&Min : int -Cachel 1l :int PR
-CachelAD : int pplication=omnare
-Cachel? - int -RunTimeEnwironment : string[0..7]




FoAALIEIING T AL AT IS
iion 1.1

4/2003

iespace: Glue

+ Inheritance
Associalion

<= Agaregation

% Equivalentto: 0..n

State

StorageService

UniquelD : string

MName : string

Port - int
InfarmationServicelURL : strimg

Storage Element

*
Hosted Service

CurmrertlOLoad : string

AccessProtocal

Type : siring
Port - int

Yersion ; sting
SupportedSecurity]™] : string
AccassTime ! int

Policy

MinFileSize ; int
MaxFileSize ; int
MaxData - int
MaxNumFiles ; int
MaxPinDuration @ int

StorageSpace -

0.1

Quota : int
FileLifeTime : string

State

AvailableSpace : int
UsedSpace : int

AccessControlBase

Rule*] : string

StorageLibrary

UniguelD : string
Mame : string

InformationServicalURL : string

Architacture

Type : siring

Parformance

MaxlOCapacity : int

Hosted
FileSystem
File
Marme : string
Size - int
#* | CreationDate : datstime
| LastModified : datetime
1. LastAccessed ; datetime
FileSystem FileStorage Lataney : int
| LifeTime : datetime
Mame : string Crwner : string
Roal : string
Size 1 int * *
AvailableSpace | int )
ReadOnly : boolean Directory
Typg: S“lng GmtEIII'ISHIE-'
Fy Mount ) 0.1
0.4 Directory
RemaoteFilaSystem LocalFileSystam *
0..1
Export




eleIelC) The Information System Elements

Enabling Grids for E-sciencE

MDS: Monitoring and Discovery Service

» Adopted from Globus
» It is the general architecture of EGEE/LCG to manage Grid information

General steps:

1st, At each site provi'cfers report static and dynamic service status to Servers

2nd_ A cehtr‘aY system queries these servers and stores the retrieved information in
a database

3rd. This information will be accessed through a given access protocol

4t The central system provides the information in a ngeh schema

BDII (3 MDS evolution) is the current EGEE/LCG
Information System and it is based on LDAP

INFSO-RI-508833 Grids@work, Sophia Antipolis, 10.10.2005 39



The LDAP Protocol

Enabling Grids for E-sciencE

» LDAP structures data as a tree o = grid (root of

the DIT)
» The values of each entry are
uniquely named ‘
c=US c=Switzerland c=Spain
» Following a path from the node back to ‘ st = Geneva
the root of the DIT, a unique name
is built (the DN): or = CERN

“id=pml, ou=IT, or=CERN, st=Geneva, \

c=Switzerland, o=grid”

ou=IT ‘ ou=EP
id=pml @ id=gv @)id=rd

objectClass:person
cn: Patricia M. L.
phone: 5555666
office: 28-r019




Implementation of IS in LCG-2

Enabling Grids for E-sciencE

& lcg-infosites
® Already deployed in LCG-2 in the last release E@_S

o [t is intended to be the most complete information retrieverf@pmr-
the user:

+" Once he arrives at the Grid (on Uls)
v To be used by the user applications (on WNs)

e Several versions of this script have been included in the software

packages of ATLAS and the monitoring services of Alice
(MonAlisa)

¢ You do not need a proxy

This will be tested Juring
the hands-on session




G

Icg-infosites

Enabling Grids for E-sciencE

e [t’s mandatory to include the vo and the feature

e The —is option means the BDIl you want to query. If not supplied, the BDII defined
into the LCG_GFAL_INFOSYS will be interrogated

Features and descriptions-

closeSE | Names of the CEs where the user’s VO is allowed to run together with their
corresponding closest SEs

ce Number of CPUs, running and waiting jobs and names of the CEs

se SEs names together with the available and used space

Irc (rmc) | Name of the Irc (rmc) for the user’s VO

all It groups all the features just described

help Description of the script

INFSO-RI-508833
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G

Enabling Grids for E-sciencE

Icg-infosites

khkkhkhkkhkhkhhkhkhkhkhkhkhkhkkhkhkhkhkhkhkkhkhkhkkhkkhkkhkkhkhkhkkkkhkkkkk*

These are the data for alice:

(in terms of SE)

khkkhkhkkhkhkhhkhkhkhkhkhkhkhkkhkhkhkkhhkhkkhkhkkhkhkhkkhkhkkhkhkhkkkkkkkkk*

Avail Space (Kb)

Used Space (Kb)

33948480
506234244
1576747008
1000000000000
304813432
651617160
1000000000000
415789676
264925500
668247380
766258312
660325800
1000000000000
14031532
1113085032

INFSO-RI-508833

2024792
62466684
3439903232
500000000000
133280412
205343480
1000000000
242584960
271929024
5573396
681359036
1162928716
1000000000000
58352476
1034242456
s

se.prd.hp.com
teras.sara.nl
gridkap02.fzk.de
castorgrid.cern.ch
gw38.hep.ph.ic.ac.uk
mu2.matrix.sara.nl
lcgadsOl.gridpp.rl.ac.uk
cclcgseliOl.in2p3.fr
se-a.ccc.ucl.ac.uk
seitep.itep.ru
t2-se-02.1nl.infn.it
tbnl7 .nikhef.nl
castorftp.cnaf.infn.it
lcgseOl.gridpp.rl.ac.uk
zeus03.cyf-kr.edu.pl
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CC

R-GMA
(the future)



C Introduction to R-GMA

Enabling Grids for E-sciencE

Relational Grid Monitoring Architecture (R-GMA)
Developed as part of the EuropeanDataGrid Project (EDG)
Now as part of the EGEE project.

Based the Grid Monitoring Architecture (GMA) from the Global
Grid Forum (GGF).

Uses a relational data model.
Data is viewed as a table.
Data structure defined by the columns.
Each entry is a row (tuple).
Queried using Structured Query Language (SQL).

INFSO-RI1-508833 Grids@work, Sophia Antipolis, 10.10.2005 45



GMA Architecture and Relational Model

Enabling Grids for E-sciencE

The Producer stores its
location (URL) in the Registry.

The Consumer looks up
producer URLs in the
Registry.

The Consumer contacts the
Producer to get all the data.

Or the Consumer can listen to
the Producer for new data.

Producer #=—» (Consumer

Execute or Stream data

name ID birth Group
Tom 4 1977-08-20 HR

SELECT * FROM people WHERE group="HR’
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G Multiple Producers

Enabling Grids for E-sciencE

Registry
TableName URL 1

The Consumer will get all the TableName | URL 2
URLSs that could satisfy the query. i
The Consumer will connect to all
the Producers. Producer 1 Producer 2
Producers that can satisfy the Tebletiame TableName
query will send the tuples to the ™' | *"* Value3 | Value 4
Consumer.
The Consumer will merge these Consumer
tuples to form one result set. TableName

Value 1 Value2

Value 3 Value 4
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- Select * from CPULoad

Enabling Grids for E-sciencE

CPULoad (Consumer)

Country Site Facility Load Timestamp

UK GLA CDF 0.4 19055811022002
UK GLA ALICE 0.5 19055611022002
CH CERN ALICE 0.9 19055611022002 ¢
CH CERN CDF 0.6 19055511022002
1
CPULoad (Producer 1) CPULoad (Producer 2)

UK GLA CDF 0.4 19055811022002

UK GLA ALICE 0.5 19055611022002

CPULoad (Producer 3)

CH CERN ATLAS 1.6 19055611022002

CH CERN CDF 0.6 19055511022002




e

Enabling Grids for E-sciencE

Service
[URL____ [vO |type |emailContact |site |
gppse01 alice |SE sysad@rl.ac.uk RAL
gppse01 atlas |SE sysad@rl.ac.uk RAL
gppse02 cms SE sysad@rl.ac.uk RAL
Ixshare0404 alice SE sysad@cern.ch CERN
Ixshare0404 atlas ([SE sysad@cern.ch CERN

ServiceStatus

Result Set (Consumer)

URI

emailContact

gppse02

sysad@rl.ac.uk

SELECT Service.URI Service.emailContact FROM Service S, ServiceStatus SS
WHERE (S.URI= SS.URI and SS.up=n’)



CHEE The R-GMA Browser

Enabling Grids for E-sciencE

The easiest way to try out R-GMA.

It is installed on the machine running the Registry and
Schema:
https://rgmasrv.ct.infn.it:8443/R-GMA

You can also install it along with the Producer and
Consumer Servlets.

Using the Browser you can do the following.
Browse the tables in the schema.
Look at the table definitions.
See all the available producers for a table.
Query a table.
Query only selected producers.
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Enabling Grids for E-sciencE
% R-GMA Browser Home Page - Mozilla
. File Edit ¥iew Go Bookmarks Tools ‘Wwindow Help

‘| @Q Q @ @ |% https: ffrgmasey. ct.infn.it:8443/R-GMA] | m Q.Search d%-;a

+ 48 Home | E3Bookmarks %% webmail % Missioni Sy Offerte % Ordini % FastWeb % Mozilla.org

All tables 21| OQuery: SELECT Name, Endpoint, Type, MajorVersion, MinorVersion, PatchVersion,
R-GMA GLUE Info Providers Site_Name, WSDL, Semantics, MeasurementD ate, MeasurementTimme FROM Service
3 00 A1 o Metworl Monitoring Mame Endpoint
Service Discovery httpefirgmastw. ct.inth it 8445 F - GWAS ArchiverServiet hitpedirgmasty. ot infh it 844 3R -G
CME = | lhttps:ifrgmasrv ot infi it 844 3R -GMA/Consumer Serviet hitpa/irgmasrv. ot infh it:Bdd 3E -G
el httpefirgmasrv. ctinfh. it 844 5/F -G ADEProducerServlet httpeirgmasty, ot infh. it 844 37E -G
GuesSh AccessControlBaseRule — —
ChiesE https/frgmasrv. ctinfh it 83443/ - GV ABrowserServlet hitpa/irgmasrv. ot infh it:Bdd 3E -G
GlieSEAccessProtocol ‘https:ffrgmasrv. ct.infhy it 844 3/ -GhLA S chemaS ervlet ‘https:ffrg;masrv. ctinfh it 344 5 -G

GiueSE AccessProtocolSupportedSect | nip e frgmasrv. ot infi it 8443/R-GMA LatestProducerServlet | https:/irgmasry.ct inf it 844 3/R-GM

GluesL

GIEZSEHHCE ‘https:ffrgmasrv. ct.nfi it 844 3R~ G A/ Canonical ProducerZervlet ‘https:ffrg;masrv. ct.anfht 844 3E- Gl

GhieService bocessControlBule ‘https:ffrgmasrv. ct.infh it 844 3R -G A StreamProducerServlet ‘https:ffrgmasrv. ct.infh 1t 344 3 -G

GlussubCluster . || Ibttps:trgmasrv. ct.infi it B443/R-GMAR egistry Servlet https:firgmasty.ct inf.it 844 3/R-GM

gueilg Chisters oftware RunTime Envi ‘g]ite—rb. ctinfh it Logong Bookkeeping Server ‘http Helite-rb ctinfh it TR/ BServer
e

Jobllonitor

MetworkFileTransfer Throughput Number ofrlows: 10

MetworkICIMPPacketLoss

MNetwork OneWay [T
MetworkETT

Metwork TCPThroughput
HetworkTDPPacketloss
MWetwork UDPThroughput
Service

=ervced szoniation

e ee seracelata

nabling Crids | ServiceStats
For “-scienc: | 5ite
UserTable

q ] 4] i
Crone i
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GCIGG R-GMA APIs

Enabling Grids for E-sciencE

APls exist in Java, C, C++, Python.
For clients (servlets contacted behind the scenes)

They include methods for...
Creating consumers
Creating primary and secondary producers

Setting type of queries, type of produces, retention
periods, time outs...

Retrieving tuples, inserting data

You can create your own Producer or
Consumer.
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More information

Enabling Grids for E-sciencE

- R-GMA overview page.
— http://www.r-gma.orqg/

- R-GMA in EGEE
— http://hepunx.rl.ac.uk/eqgee/jira1-uk/

« R-GMA Documenation
— http://hepunx.rl.ac.uk/eqgee/jira1-uk/LCG/doc/




G Grid Accounting

Enabling Grids for E-sciencE

A generic Grid accounting process involves many subsequent
phases that can be divided in:

Metering: collection of usage metrics on computational resources.
Accounting:  storage of such metrics for further analysis.

Usage Analysis: Production of reports from the available records.
Pricing: Assign and manage prices for computational resources.
Billing: Assign a cost to user operations on the Grid and charge them.

In this presentation we briefly describe these steps and give a
quick overview of DGAS, the accounting middleware of the
EGEE project.
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GCIGG DGAS

Enabling Grids for E-sciencE

The Data Grid Accounting System was originally developed within the
EU Datagrid Project and is now being maintained and re-
engineered within the EU EGEE Project.

The Purpose of DGAS is to implement Resource Usage Metering,
Accounting and Account Balancing (through resource pricing) in a
fully distributed Grid environment. It is conceived to be distributed,
secure and extensible.

The system is designed in order for Usage Metering, Accounting and
Account Balancing (through resource pricing) to be indipendent
layers.

accounting data

I usage records



DGAS accounting architecture

Enabling Grids for E-sciencE

A simplified view of DGAS within the WMS context.

- User Interface DGAS
submit job
or
Workload Manager user authorization Resource HLR server
U 9 for payment transaction (resource account)
ser .
( rtificate)
— ‘:51:_'! proxy certimncate ‘
~ , payment
. —~ receipt
Grid ~ check
. ~
Information ! ~ a
Service : ]
job Price 1 UserHLR server
Authority request price (user account)
: i information B i
request 7 -~
resource request price ) P - send
information information Y - usage records

-
7 - request job
3 - > - economic authorization run
C_1ak

Workload Manager -
orage

(Resource Broker | ‘ | |
module) job Element

Computing Element

— — — P Economic accounting (optional)
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e DGAS: Metering

Enabling Grids for E-sciencE

Usage Metering on Computing Elements is done by lightweight
sensors installed on the Comuting Elements. These
sensors parse PBS/LSF/Torque event logs to built Usage
Records that can be passed to the accounting layer.

For a reliable accounting of resource usage (essential for
billing) it is important that the collected data is
unequivocally associated to the unique grid ID of the user
(certificate subject/DN), the resource (CE ID) as well as the
job (global job ID).

A process, completely transparent to the Grid User collects
the necessary information needed by the Accounting.
These, and the corresponding metrics are sent via an
encrypted channel to the Accounting System signed with
the user credentials.
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€ Gy DGAS: Accounting

Enabling Grids for E-sciencE

The usage of Grid Resources by Grid Users is registered in
appropriate servers, called Home Location Registers (HLRS)
where both users and resources are registered.

In order to achieve scalability, accounting records can be stored
on an arbitrary number of independent HLRs. At least one HLR
per VO is foreseen, although a finer granularity is possible.

Each HLR keeps the records of all grid jobs submitted or executed
by each of its registered users or resources, thus being able
to furnish usage information with many granularity levels:

Per user or resource,
per group of users or resources,
per VO.

Accounting requires usage metering, but not necessarily resource
pricing and billing.
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Balancing and Resource Pricing

Enabling Grids for E-sciencE

Resource pricing is done by dedicated Price Authorities (PAs) that may
use different pricing algorithms: manual setting of fixed prices,
dynamical determination of prices according to the state of a
resource.

In order to achieve scalability, prices can be established by an
arbitrary number of independent PAs. At least one PA per VO is
foreseen (VOs will want to retain control on the pricing of their
resources).

Price algorithms are dynamically linked by the PA server and can be
re-implemented according to the resource owners' needs.

The job cost is determined (by the HLR service) from resource prices
and usage records.

Account balancing is done by exchanging virtual credits between the
User HLR and the Resource HLR.
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CIEI(CJC) Example of economic accounting

Enabling Grids for E-sciencE

Check of economic authorization

) JOD F|lOowW
—) Jsage Metering

—) JSage Accounting

—) A cCcount Balancing/Resource Pricing
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Further information and documentation about
DGAS can be found at:

http://www.to.infn.it/grid/accounting



e What is Monitoring

Terms and Concepts

Enabling Grids for E-sciencE

Grid Monitoring

the activity of measuring significant grid resources
related parameters

In order to
analyze usage, behavior and performance of the grid
detect and notify
fault situations
contract violations (SLA)
user-defined events
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e What is Monitoring

Terms and Concepts

Enabling Grids for E-sciencE

Measurement: the process by which numbers or symbols
are assigned to feature of an entity in order to describe
them according to clearly defined rules

Event: collection of timestamped data associated with the
attribute of an entity [2]

Event schema (or simply schema): defines the typed

structure and semantics of all events so that, given an
event type, one can find the structure and interpret the
semantics of the corresponding event [2]
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The four main phases of monitoring

Enabling Grids for E-sciencE

Processing and abstract the number of received
am events in order to enable a the consumer to
{ presenting J draw conclusions about the operation of the
monitored system
g’ t I t transmission of the events from the
m source to any interested parties (data
$ { Distributing } deliv_ery modt_eI: push vs. pull; periodic vs.
O aperiodic; unicast vs. |-to-N)
O
| -
s T T 71
sensors enquiring entities and encoding
Generation the_measu_rem_ents _accordl_ng to_ a schema
(active/passive, intrusive/non-intrusive)

AN
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Cy Use cases for Grid monitoring
Virtual Organization:

visualize at various aggregation levels the actual set of
resources accessible to its members;

Assess how Grid mapping functionalities from virtual to physical
resources and users meet the members’ demands

analyze data retrospectively to understand how to improve the
effectiveness of VO applications running in a Grid, as the target
machine for different executions of the same application can
vary over time
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Cy Use cases for Grid monitoring

Enabling Grids for E-sciencE

Site Administrator:

Visualize the managed Grid services in order to see how they
are being used/performing (possibly divided by VO)

User:
Is my job “working” (e.g., consuming CPU?)

Grid Operation Center:
Status of Grid services (e.g., WMS, Service Discovery, CE, SE)
Free/busy resources per site/per VO at a given time
Timely notification about fault situations
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Monitoring: generating events

Enabling Grids for E-sciencE

generation of events:
Sensors: typically perl scripts or C programs

Schema:
GLUE Schema v.1.2 + GridICE extension
System related (e.g., CPU load, CPU Type, Memory size)
Grid service related (e.g., CE ID, queued jobs)
Network related (e.g., Packet loss)
Job usage (e.g., CPU Time, Wall Time)

All sensors are executed in a periodic fashion
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C Monitoring: distributing

Enabling Grids for E-sciencE

distribution of events:

Hierarchical model
Intra-site: by means of the local monitoring service
default choice, LEMON (http://www.cern.ch/lemon)
Inter-site: by offering data through the Grid Information Service
Final Consumer: depending on the client application

Mixed data delivery model

Intra-site: depending on the local monitoring service (push for
lemon)

Inter-site: depending on the GIS (current choice, MDS 2.x, pull)

Final consumer: pull (browser/application), push
(publish/subscribe notification service)
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Example deployment in
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GridICE Server

o ——
A -
o i 1y REGIO
/."j 1‘. ML
p Ly GlIS
/ Elv AN
o ' REGIO . ‘~. site INFN-CNAF
f.-"l." MAL 11 .1"-._‘_
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access node |/
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replica location
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access node

storage element
access node



GridICE >> Site View >> General
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Computing Resources

Storage Resources

Domain

[ ]
H#

Total

pi.infn.it e 13K 2 4 3.5 TB 3578 HEER
|| romal.infr.it T 235k 21 42 HEE 31.1 GB 33.968  (HEIE
INFN-Romal-CMS || romat.infn.it 1 2 48K & 1 I 63.2 GB 5.9 GB
INFN-ROMA1-VIRGO 1l roma L.infn.it 1 2 45K 14 IFTEN 28.4 GB 3t.2ce [HEIR
INFN-ROMA2 1l romaz2.infn.it 1. i BoK 5 i HEE 1.1 7B 1176 HEE
INFN-ROMA3 il roma3.infn.it T, 9 3K 4 g HEE 957 GB 956.7c6  HEEE
INFN-TORINO || to.infn.it i 8 297k 28 56 HEEEN @ 4206 GB 1918 HEER
NA-ICAR-CNR ] dma.unina.it 1 B 8K 3 3 - - -
SNS | sns.it 1 24K 3 B [ x| 64.6 GB 67.7c8  [HEIH
SPACI-LECCE 1l egee.unile.it i & BK 1 1 [ | - - -
TOKYOQ-LCG2 & icepp.jp 1 2 3 5 Z = B96.8 GB 1.8 TB [ S |
LCG_KNU : knu.ac.kr - - e - 59 GB 61.6 GB
NIKHEF-ELPROD k nikhef.nl i 6 - - - - 895.2 GB 1778 F I
2 - matrix.sara.nl 1 16 2 1 - - - - 90.5 GB 1044 ce  [HEE
NCP-LCG2 nep.edu.pk 1 6 0 0 - - - - 42.3 GB 44.1 GB
PAKGRID- pakgrid.org.pk 1 B 0 0 - . - - 59.5 GB 60.3 GB
CYFRONET-LCG2 — cyf-kr.edu.pl 1 9 55 179 - . - - 865 GB 27TB 'l
egee.man.poznan.pl = egee.man.poznan.pl 1 5 0 0 : 7 3 7 255.4 GB 255668 HEEE
WARSAW-LCG2 = fuw.edu.pl 1 2 0 0 - - - . 348.1 GB 348.168 HEE
LIP-LCG2 | lip.pt 1 4 12 10 1K 7 23 KN 346 GB 696968 HETE
ROGRID-ICI I grid.ici.ro 1 6 7 7 76k 5 15 HEOGE  138.2GB 141608 HEI
ITEP == itep.ru Ty y) 0 - - - - 63.3 GB 8.6 GE  [HENE
JINR-LCG2 = jinr.ru 1 5 2 0 = . - : 1.7 TB 1.7 TB
RRC-KI = grid.kiae.ru : S - 1 0 - . - - 762.5 GB 766.3 8 I
ru-Moscow-GCRAS-LCG2 = wdch.ru 1 3 0 0 = = = = = = =
RU-Moscow-KIAM-LCG2 = keldysh.ru 1 4 1 0 - - - - 97.4 GB 102568 (HEE
ru-Moscow-SINP-LCG2 = sinp.msu.ru S 33 1 - - - - 87.3 GB 149G HEEH
ru-Novgorod-NOVSU-LCG2 = NOVSU.AC.FU 1 5 0 0 - - - - 23.2 GB 22468 HEE
ru-PNPI-LCG2 [ | prpi.nw.ru 1 1 58 28 » % y - - . -
ru-PSN-LCG2 == psn.ru ¥ 22 29 - - - - 167.8 GB 1722c6 HEE
- hpe2n.umu.se ; e 50 75 - - - - 929.1 GB 934.9 GB
o nsc.liu.se 1 6 4 { - - - - 59.4 GB 65.0 B |IEEE
GOG-Singapore - ngpp.ngp.org.sg 1 2 0 0 = g = 2 = = =
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the eyes of the Grid
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Running/waiting jobs for a VO

Enabling Grids for E-sciencE

Jobs running and gueued
2000

1800

o | ; | N
From: Day -B k| [Month l -
I 1400
=N A Sites i I -
d200 .
|
o | A A
2000 k i o
i | A o BE A0, NS4
£ a i A
z -
# LacallD 500
=2 5607  atlas qon |2 —
B ccoc ot ‘ ‘
4 217348 atlas 2000 —
5 217346 atlas ' ' ‘
[=] 217328 atlas 0 1 1 1 1 1 1 1
7 217326 atlas = o r~ = - i~ = =
= = o) = E: . = i =B
=l 217301 atlas g m i o o & o 3
E 16228 atlaS e L L " r — — —
PR 503 atlas P o P P o P o =
11 2461  atlas T T T T = T T T
12 [ ET = & & & oy ol = i,
13 127058 atlas - - s Ejar=aa e : O, e O ane O o o D A EmEEEE
14 17968 atlas IMFM-ROM A1 R 2005-06-07 22:31 o0:00; 04 ] 0.23 ] L5906 MB 1022.67 MB
15 14315 atlas ru-hMoscow-SINP-LCE2 R 2005-06-07 23:31 00:00: a0 ] 0.73 ] E68.29 MB 1014.86 MB
16 o320 atlas IMFM=MILAMO R 2005-06-07 22:31 00:00:00 ] 0.23 ] 5E¥1.14 MB 1022.04 B
17 Q545 atlas INFM-FIEREMZE R 2005-06-07 23:31 00:00: a0 ] 0.82 ] Ea4 64 MB 1 GBE
- meAA —_ - TRICKRI CTOCRITZT mn Lol | o a7 oo ar ninFEninfEninl mn [ B | mn rc7 oamn kan 1 M1 N

INFSO-RI-508833

Grids@work, Sophia Antipolis, 10.10.2005

id-logo.gif
L ?ﬂx?{.'l -

change with
the logo of
e Grid
B being
onihoned

B

cern.ch
cern.ch
cern.ch

73



References

Enabling Grids for E-sciencE

Home page: http://grid.infn.it/gridice

[1] S. Andreozzia, N. De Bortoli, S. Fantinel, A. Ghiselli, G. L. Rubini, G. Tortone, M. C. Vistoli GridICE:
a monitoring service for Grid systems, Future Generation Computer System 21 (2005) 559-571

[2] B. Tierney, R. Aydt, D. Gunter, W. Smith, M. Swany, V. Taylor, R. Wolski, A Grid Monitoring
Architecture, GFD-1.7

[3] S. Zanikolas, R. Sakellariou, A taxonomy of grid monitoring systems, Future Generation Computer
Systems 21 (2005) 163-188

[4] M. Franklin, S. Zdonik, ““Data In Your Face”: Push Technology in Perspective, ACM SIGMOD ’98,
Seattle, WA, USA

[5] S. Andreozzi, A. Ciuffoletti, A. Ghiselli, C. Vistoli. Monitoring the connectivity of a Grid.
Proceedings of the 2nd International Workshop on Middleware for Grid Computing (MGC 2004) in
conjunction with the 5th ACM/IFIP/USENIX International Middleware Conference, Toronto, Canada,
October 2004.

[6] S. Andreozzi, N. De Bortoli, S. Fantinel, G.L. Rubini, G. Tortone. Design and Implementation of a
Notification Model for Grid Monitoring Events. CHEPO4, Interlaken (CH), Sep 2004



CC

Workload Management System



Overview of gLite WMS

Enabling Grids for E-sciencE

Job Management Services

main services related to job management/execution are
computing element

job management (job submission, job control, etc.), but it must
also provide

provision of information about its characteristics and status
workload management

core component discussed in details
accounting

special case as it will eventually take into account
computing, storage and network resources

job provenance

keep track of the definition of submitted jobs, execution conditions
and environment, and important points of the job life cycle for along
period

debugging, post-mortem analysis, comparison of job execution
package manager

automates the process of installing, upgrading, configuring, and
removing software packages from a shared area on a grid site.
extension of a traditional package management system to a Grid
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Resource Broker Node

Replica

(Workload Manager, WM)
= Catalog

glite Computing Element \

S 3 Eﬂ LRMS Storage
.E < Element




C WMS'’s Scheduling Policies

Enabling Grids for E-sciencE

WM can adopt

eager scheduling (“push” model)

a job is bound to a resource as soon as possible and, once the
decision has been taken, the job is passed to the selected resource
for execution

lazy scheduling (“pull” model)

foresees that the job is held by the WM until a resource becomes
available, at which point that resource is matched against the
submitted jobs

the job that fits best is passed to the resource for immediate
execution.

Varying degrees of eagerness (or laziness) are applicable

match-making level
eager scheduling
implies matching a job against multiple resources
lazy scheduling
iImplies matching a resource against multiple jobs
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G

The Information Supermarket

Enabling Grids for E-sciencE

ISM represents one of the most notable improvements in the WM as
inherited from the EU DataGrid (EDG) project

decoupling between the collection of information concerning
resources and its use
allows flexible application of different policies

The ISM basically consists of a repository of resource information that
Is available in read only mode to the matchmaking engine

the update is the result of

the arrival of notifications

active polling of resources

some arbitrary combination of both
can be configured so that certain notifications can trigger the
matchmaking engine

improve the modularity of the software

support the implementation of lazy scheduling policies
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CHEE The Task Queue

Enabling Grids for E-sciencE

The Task Queue represents the second most notable
iImprovement in the WM internal design

possibility to keep a submission request for a while if no
resources are immediately available that match the job
requirements

technique used by the AliEn and Condor systems

Non-matching requests
will be retried either periodically
eager scheduling approach

or as soon as notifications of available resources appear in
the ISM

lazy scheduling approach
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Job Logging & Bookkeeping

Enabling Grids for E-sciencE

L&B tracks jobs in terms of events
important points of job life
submission, finding a matching CE, starting execution etc
gathered from various WMS components
The events are passed to a physically close component of the L&B
infrastructure
locallogger

avoid network problems
stores them in alocal disk file and takes over the responsibility to deliver them
further

The destination of an event is one of bookkeeping servers

assigned statically to a job upon its submission
processes the incoming events to give a higher level view on the job states
Submitted, Running, Done
various recorded attributes
JDL, destination CE name, job exit code
Retrieval of both job states and raw events is available via legacy (EDG) and
WS querying interfaces
user may also register for receiving notifications on particular job state
changes
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C Job Submission Services

Enabling Grids for E-sciencE

WMS components handling the job during its lifetime and performing the submission

Job Adapter

is responsible for

making the final touches to the JDL expression for a job, before it is passed to CondorC
for the actual submission

creating the job wrapper script that creates the appropriate execution environment in the
CE worker node

transfer of the input and of the output sandboxes
CondorC

responsible for

performing the actual job management operations
job submission, job removal

DAGMan

meta-scheduler
purpose is to navigate the graph
determine which nodes are free of dependencies
follow the execution of the corresponding jobs.
instance is spawned by CondorC for each handled DAG
Log Monitor

is responsible for
watching the CondorC log file

intercepting interesting events concerning active jobs
events affecting the job state machine
triggering appropriate actions.
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Cy Job Preparation

Enabling Grids for E-sciencE

to be specified
Job characteristics

Job requirements and preferences on the computing resources
Also including software dependencies

Job data requirements

Information specified using a

Based upon language (ClassAd)
Fully extensible language
A ClassAd
 Constructed with the classad construction operator []
It is a sequence of attributes separated by semi-colons.

* An attribute is a pair (key, value), where value can be a Boolean, an Integer, a
list of strings, ...

<attribute> = <value>;
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QIEIGG) Job Description Language (JDL)

Enabling Grids for E-sciencE

The supported attributes are grouped into two
categories:

Define the job itself

Taken into account by the Workload Manager for carrying out the
matchmaking algorithm (to choose the “best” resource where to
submit the job)

*Used to build expressions of Requirements and/or Rank attributes by
the user

*Have to be prefixed with “other.”

Input data to process, Storage Element (SE) where to store output
data, protocols spoken by application when accessing SEs
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C JDL: Relevant Attributes (1)

Enabling Grids for E-sciencE

JobType
Normal (simple, sequential job), DAG, Interactive, MPICH, Checkpointable

Executable (mandatory)
The command name

Arguments (optional)
Job command line arguments

Stdinput, StdOutput, StdError (optional)
Standard input/output/error of the job

Environment
List of environment settings

InputSandbox (optional)
List of files on the UI's local disk needed by the job for running
The listed files will be staged automatically to the remote resource

OutputSandbox (optional)
List of files, generated by the job, which have to be retrieved
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Cy JDL: Relevant Attributes (2)

Enabling Grids for E-sciencE

Requirements
Job

Specified using attributes of resources published in the Information
Service
If not specified, default value defined in Ul configuration file is considered

Default: other. == "Production" (the resource has to be
able to accept jobs and dispatch them on WNs)

Rank

(how to rank resources that have already met
the Requirements expression)

Specified using attributes of resources published in the Information
Service

If not specified, default value defined in the Ul configuration file is
considered

Default: - other.
estimated traversal time)

Default: other. (the highest number of free CPUs) for
parallel jobs (see later)

INFSO-RI-508833

(the lowest

Grids@work, Sophia Antipolis, 10.10.2005 92



C JDL: Relevant Attributes (3)

Enabling Grids for E-sciencE

Refers to data used as input by the job: these data are published
in the Replica Catlog and stored in the Storage Elements)

LFNs and/or GUIDs
Details in Data Management lecture

Execuable, files etc. that are sent to the job
(mandatory if InputData has been
specified)

The protocol or the list of protocols which the application is able to
speak with for accessing InputData on a given Storage Element

The Uniform Resource |dentifier of the output Storage Element

RB uses it to choose a Computing Element that is compatible with
the job and is close to Storage Element
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Example of JDL File

Enabling Grids for E-sciencE

JobType="Normal” ;

Executable = “gridTest”;

StdError = “stderr.log”;

StdOutput = “stdout.log”;

InputSandbox = {“/home/mydir/test/gridTest”};
OutputSandbox = {“stderr.log”, “stdout.log”};
InputData = {“1fn:/glite/myvo/mylfn” };
DataAccessProtocol = “gridftp”;

Requirements = other.GlueHostOperatingSystemNameOpSys

== “LINUX"”
&& other.GlueCEStateFreeCPUs>=4;
Rank other.GlueCEPolicyMaxCPUTime;

]



Jobs State Machine (119

Enabling Grids for E-sciencE

Submitted: job is entered by the user
to the User Interface but not yet e 5
transferred to Network Server for SUBMITTED

processing ¥
WAITING
Y
READY
y

DOME (cancelled) SCHEDULED

¥

FLTMMING

ABCRTED

DOME (ok)

DONE(failed]

o CLEARED |y




Jobs State Machine (29

Enabling Grids for E-sciencE

Waiting: job accepted by NS and waiting for ST IEMITTED
Workload Manager processing or being i
processed by WMHelper modules. b

WATTING
¥
READY
¥

DOME (cancelled) SCHEDULED

¥

FLTMMING

ABCRTED

DONE(failed]

DOME (ok)

o CLEARED |y




o

Enabling Grids for E-sciencE

Jobs State Machine (39

SUEMITTED

¥

WAITING

w

READY

¥

DONE [ cancel led)

SCHEDULED

Ready: job processed by WM
and its Helper modules (CE
found) but not yet transferred to
the CE (local batch system
queue) via JC and CondorC.
This state does not exists for a
G as it is not subjected to
atxgchmaking (the nodes are)
sed directly to DAGMan.

¥

FLTMMING

DONE(failed]

ABCRTED

DOME (ok)

CLEARED
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Jobs State Machine (49

SUEMITTED

¥

WAITING

¥

READY

Scheduled: job waiting in the
queue on the CE. This state
also does not exists for a DAG
as it is not directly sent to a CE

e node are).

+

DONE [ cancel led)

SCHEDULED

¥

ABCRTED

FLTMMING

DONE(failed]

DOME (ok)

CLEARED




Sl Jobs State Machine (si)

Enabling Grids for E-sciencE

SUEMITTED
t
WATTING
¥
READY

¥

DOME (cancelled) SCHEDULED
¥

FLTMMING

ABCRTED

DONE( failed) DOME(ok)

Running: job is running. For a DAG this
means that DAGMan pas started processing
it.

o CLEARED |y
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Jobs State Machine 9

SUEMITTED

¥

WAITING

¥

READY

¥

DONE [ cancel led)

SCHEDULED ABEORTED

¥

FLTMMING

DONE( failed)

DOME (ok)

Done: job exited off considered to
be in a terminal stgte by CondorC
(e.g., submission tq CE has failed
in an unrecoverablejway).

CLEAEED |y
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Enabling Grids for E-sciencE

Jobs State Machine (719

Aborted: job processing was

aborted by WMS (waiting in

SLIE !
SMEMELTED the WM queue or CE for too
i long, over-use of quotas,
WETTING expiration of user credentials).
Y
READY
y
DONE [cancelled) SCHEDULED | ABORTED
y
RLTMMING
DOME({failed)] DOME (ok )
o CLEARED |y




Sl Jobs State Machine s
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SUEMITTED
t
WATTING
¥
READY
¥

| DONE (cancelled) [ SCHEDULED

¥

FLTMMING

Cancelled: job has been succes"§full
cancelgd on user request.

ABCRTED

DONE( failed) DOME(ok)

o CLEARED |y
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Jobs State Machine (99

SUEMITTED

¥

WAITING

¥

READY

¥

DONE [ cancel led)

SCHEDULED

ABCRTED

¥

FLTMMING

DONE(failed]

DOME (ok)

Cleared: output sandpox was transferred to
the user or removed due to the timeout.

CLEARED I..




CHEE Directed Acyclic Graphs (DAGs)

Enabling Grids for E-s

- A DAG represents a set of jobs:
Nodes = Jobs Edges = Dependencies




e | DAG: JDL Structure

Enabling Grids for E-sciencE

- Type = “DAG” =) Mandatory

* VirtualOrganisation = “yourVO” m) Mandatory

- Max_Nodes_Running =int>0 =) Optional

- MyProxyServer = “...” =) Optional

- Requirements = “...” = Optional

- Rank =“...” =) Optional

* InputSandbox = more later! # Optional

* Nodes = nodeX more later! w) Mandatory
Dependencies| ] more later! =) Mandatory




Enabling Grids for E-sciencE

Attribute: Nodes

The Nodes attribute is the core of the DAG description;

Nodes =[ nodefilenamel =]...]
nodefilename2 =[...]

dependencies = ...

INFSO-RI-508833

Nodefilenamel = [ file = “foo.jdl”; ]
Nodefilename2 =
[ file ="/home/vardizzo/test.jdl”;

retry = 2; ]

Nodefilenamel =
description =[ JobType = “Normal”;
Executable = “abc.exe”;
Arguments =1 2 3”;
OutputSandbox =[...];
InputSandbox =[...];

retry = 2;
]

Grids@work, Sophia Antipolis, 10.10.2005
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Cy Attribute: Dependencies

Enabling Grids for E-sciencE

- Itis alist of lists representing the dependencies between the
nodes of the DAG.

dependencies =
{nodefilenamel, nodefilename?2}

Nodes =[ nodefilenamel =1...]
nodefilename2 =[...]

MANDATORY : YES!

dependencies = {};




InputSandbox & Inheritance

Enabling Grids for E-sciencE

« All nodes inherit the value of the attributes from the
one specified for the DAG.

* Nodes without any
InputSandbox values, have to
contain in their description an
empty list:

InputSandbox = { };




CIEIC]C) Message Passing Interface (MPI)

Enabling Grids for E-sciencE

- The MPI job is run in parallel on several processors.
- Libraries supported for parallel jobs: MPICH.

- Currently, execution of parallel jobs is supported only
on single CE’s.

MPI |I~ 4l
JOB




MPI: JDL Structure

Type = “job”;

JobType = “MPICH?”;
Executable = “...”;
NodeNumber = “int > 1”;
Argument = “...”;
Requirements =

®) Mandatory
#Mandatory
=) Mandatory
= Mandatory
=) Optional

=) Mandatory

Member(“MpiCH”, other.GlueHostApplicationSoftwareRunTimeEnvironment)
&& other.GlueCEInfoTotal CPUs >= NodeNumber ;

Rank = other.GlueCEStateFreeCPUs:

= Mandatory



- Logical Checkpointable Jobs

Enabling Grids for E-sciencE

- Itis a job that can be decomposed in several steps;

* In every step the job state can be saved in the LB and
retrieved later in case of failures;

- The job can start running from a previously saved state
instead from the beginning again.

JOB’S START

® o0

JOB’S END

STEP1 STEP2 STEP3 STEP4




Checkpomtable Jobs: JDL Structure

Enabling Grids for E-s

Type = “job”;

JobType = “checkpointable”;
Executable = “...”;

JobSteps =

Argument = “...”;

Requirements = “...

Rank = “”;

“list int | list string”’;
CurrentStep = “int > =0";

33383834888

Mandatory
Mandatory
Mandatory
Mandatory
Mandatory
Optional
Optional
Optional



Sl Interactive Jobs

Enabling Grids for E-sciencE

- Itis a job whose standard streams are forwarded to the
submitting client.

- The DISPLAY environment variable has to be set
correctly, because an X window is open.

Listener
Process

-9

Q X window or

std no-gui




Cy Interactive Jobs

Enabling Grids for E-sciencE

Specified setting JobType = “Interactive” in JDL

When an interactive job is executed, a window for the stdin, stdout,

stderr streams is opened Jobld:
o i |http3:,-",-"lxshare[l-’-103. cern. ch: 9000/ oyG TLwVaAn 1y ThulDxms g
Possibility to send the stdin to Standard Output: -
Welcome |
the JOb What is wour name 7

Possibility the have the stderr

and stdout of the job when it

|

Standard Error:

IS running

=L |

Possibility to start a window for

Sending standard input:

the standard streams for a

Massimo

previously submitted interactivi au | Send |

job with command
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Interactive Jobs: JDL Structure

Enabling Grids for E-sciencE

. Type = “job”; = Mandatory
- JobType = “interactive”; = Mandatory
- Executable = “...”; # Mandatory
- Argument = “...”; # Optional
- ListenerPort = “int > 0”; ® Optional
- OutputSandbox = “”; q Optional
* Requirements = “...”; ® Mandatory
° Rank =" ® Mandatory

gLite Commands:

glite-job-attach [options] <jobID>



Sl gLite Commands

Enabling Grids for E-sciencE

- JDL Submission:
glite-job-submit —o guidfile jobCheck.jdlI
- JDL Status:
glite-job-status —i guidfile
- JDL Output:
glite-job-output —i guidfile
- Get Latest Job State:
glite-job-get-chkpt —o statefile —i guidfile

- Submit a JDL from a state:
glite-job-submit -chkpt statefile —o guidfile jobCheck.jdlI

- See also [options] typing —help after the
commands.
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Data Management System



e ee Introduction

Enabling Grids for E-sciencE

User and programs produce and require data

Data may be stored in Grid datasets (files)
Located in Storage Elements (SEs)
Several replicas of one file in different sites
Accessible by Grid users and applications from “everywhere”
Locatable by the WMS (data requirements in JDL)

Also...

Resource Broker can send (small amounts of) data to/from jobs:
Input and Output Sandbox

Data may be copied from/to local filesystems (WNs, Uls) to the
Grid
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Sl Data Management Tasks

Enabling Grids for E-sciencE

- File Management
— Storage
— Access
— Placement
— Cataloguing
— Security

- Metadata Management
— Secure database access
— Schema management
— File-based metadata
— Generic metadata



Data management: general concepts

Enabling Grids for E-sciencE

What does “Data Management” mean ?
= Users and applications produce and require data
= Data may be stored in Grid files
= Granularity is at the “file” level (no data “structures”)
= Users and applications need to handle files on the Grid

Files are stored in appropriate permanent resources called
“Storage Elements” (SE)

= Present almost at every site together with computing resources

= We will treat a storage element as a “black box” where we can store
data

« Appropriate data management utilities/services hide internal
structure of SE

« Appropriate data management utilities/services hide details on
transfer protocols
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C Data Management Services

Enabling Grids for E-sciencE

Storage Element
Storage Resource Manager
POSIX-I/O
Access protocols gsiftp, https, rfio, file, ...
Catalogs
File Catalog
Replica Catalog
File Authorization Service
Metadata Catalog
File Transfer
File Transfer Service
File Placement Service
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Cy Product Overview

Enabling Grids for E-sciencE

File Storage
Storage Elements with SRM (Storage Resource Manager) interface
Posix I/O interface through glite-io
Supports transfer protocols (bbftp, https, ftp, gsiftp, rfio, dcap, ...)
Catalogs
File and Replica Catalog
File Authorization Service
Metadata Catalog
Distribution of catalogs, conflicts resolution (messaging)
Transfer
Top-level Data Scheduler as global entry point (there may be many).

Site File Placement Service managing transfers and catalog
interactions

Site File Transfer Service managing incoming transfers (the network
resource)
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G CGG

Enabling Grids for E-sciencE

File Access Overview

Client only sees a simple API library and a Command Line

Interface

GUID or LFN can be used, i.e. open(“/grid/myFile”)
GSI Delegation to gLite I/0O Server
Server performs all operations on User’s behalf
Resolve LFN/GUID into SURL and TURL
Operations are pluggable

Catalog interactions
SRM interactions
Native 1/0

Server
o O aio

N

Client
open(LFN)

FiReMan
RLS, RMC, LFQ

2 AliEn FC
Catalog //%)69,,
Modules ‘
SRM APY | s B
Protocol @
Modules|™ @ W MSS

INFSO-RI-508833
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G MSS and SRM

Enabling Grids for E-sciencE

glLite 10 server relies against a Mass Storage System
implementing SRM interface

glLite 10 server comunicates with MSS through SRM
SRM is not provided by gLite !
Tested MSS are, till now, CASTOR and dCache

Flglssupport to functionalities depending also from
M

Installing and configuring MSS is apart from gLite
issues

How to and guides to do so

http://egee-na4.ct.infn.it/wikiZout pages/dCache-SRM.html

http://storage.esc.rl.ac.uk/documentation/html/D-Cache-
Howto
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C Data transfer and replication

Enabling Grids for E-sciencE

Data movements capability (should be...) provided by
Data scheduler (DS) (top-level)
File Placements Services (FPS) (local)
Transfer Agent (FTA) (local)
File Transfer Library (low lewel, called by applications)

DS keeps track of data movement request submitted
by clients

FPS pools DS fetching transfers with local site as
destination, updating catalog

FTA mantains state of transfers and manages FTA

Data scheduler has not been released with
glLite 1.1

So actually no replica can be performed with gLite DMS
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LCG File Catalog (LFC)



e | Name conventions

Enabling Grids for E-sciencE

- Logical File Name (LFN)

— An alias created by a user to refer to some item of data, e.qg.
“Ifn:cms/20030203/run2/track1”

- Globally Unique Identifier (GUID)

— A non-human-readable unique identifier for an item of data, e.g.
“guid:f81d4fae-7dec-11d0-a765-00a0c91e6bf6”

- Site URL (SURL) (or Physical File Name (PFN) or Site FN)

— The location of an actual piece of data on a storage system, e.g.
“srm://pcrd24.cern.ch/flatfiles/cms/output10_1” (SRM)
“sfn://Ixshare0209.cern.ch/data/alice/ntuples.dat” (Classic SE)

- Transport URL (TURL)
— Temporary locator of a replica + access protocol: understood by a SE, e.qg.
“rfio://Ixshare0209.cern.ch//data/alice/ntuples.dat”




CHEE File Catalogs in LCG

Enabling Grids for E-sciencE

File catalogs in LCG:

They keep track of the location of copies (replicas) of Grid files
The DM tools and APIs and the WMS interact with them

EDG’s Replica Location Service (RLS, “old!”)
Catalogs in use in LCG-2
Replica Metadata Catalog (RMC) + Local Replica Catalog (LRC)
Some performance problems detected during Data Challenges

New LCG File Catalog (LFC, “current!”)

In production in next LCG release; deployment in January 2005

Coexistence with RLS; migration tools provided:
http://goc.grid.sinica.edu.tw/gocwiki/How to migrate the RLS entries into the LCG File Catalog %28LFC%29

Accessible by defining: $LCG_CATALOG_TYPE=Ifc and $LFC_HOST
Better performance and scalability
Provides new features: security, hierarchical namespace, transactions...
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CHEE The RLS (the past)

Enabling Grids for E-sciencE

- RMC:

— Stores LFN-GUID mappings
— Accessible by edg-rmc CLI + API

- RLS:
— Stores GUID-SURL mappings
— Accessible by edg-Irc CLI + API
Main weaknesses: .

— Insecure (anyone can delete catalog entries)
— Bad performance (java clients...)

RMC




C The LFC (the present)

Enabling Grids for E-sciencE

One single catalog

LFN acts as main key in the database. It has:
Symbolic links to it (additional LFNSs)
Unique Identifier (GUID)
System metadata

. . System Metadata
Information on replicas User Metadata
“size” => 10234
i “cksum_type™ => “MD5"”
One field of user metadata User Defined Metadata chsum._me ~> MDS
il GUID
Igrid/dteamadir1/dir 2 file1.root KHEEEK-KERK-KHK-HKX-
1 1
Symlink Rt \
. L Replica
fgrid/dte amAmwdir sTedink
S host Sxample.comfioobar
host.example.com
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CHEE The LFC (the present)

Enabling Grids for E-sciencE

Fixes EDG catalogs performance and scalability

problems
Cursors for large queries
Timeouts and retries from the client

Provides more features than the EDG Catalogs
User exposed transaction API (+ auto rollback on failure)
Hierarchical namespace and namespace operations (for LFNSs)
Integrated GSI Authentication + Authorization
Access Control Lists (Unix Permissions and POSIX ACLs)

Checksums

New features will be added soon (requests welcome!)
Integration with VOMS, FiReMan
POOL Integration is in progress
Sessions
Bulk operations
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CHEE LFC Interfaces

Enabling Grids for E-sciencE

LFC client commands
Provide administrative functionality
Unix-like
LFNs seen as a Unix filesystem (/grid/<VO>/ ... )

LFC C API

Alternative way to administer the catalog
Python wrapper provided

Integration with GFAL and Icg_util APls complete
=» Icg-utils access the catalog in a transparent way

Integration with the WMS completed
The RB can locate Grid files: allows for data based match-making
Using the Data Location Interface
Not yet tested in production
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Data Management CLIs & APlIs

Enabling Grids for E-sciencE

Icg_utils: lcg-* commands + Icg_* API calls
Provide (all) the functionality needed by the LCG user

Transparent interaction with file catalogs and storage
interfaces when needed

Abstraction from technology of specific implementations

Grid File Access Library (GFAL): API

Adds file I/0 and explicit catalog interaction functionality
Still provides the abstraction and transparency of Icg_utils

edg-gridftp tools: CLI
Complete the Icg_utils with low level GridFTP operations
Functionality available as APl in GFAL
May be generalized as Icg-* commands
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Icg-utils commands

Enabling Grids for E-sciencE

Replica Management

Icg-cp Copies a grid file to a local destination

Icg-cr Copies a file to a SE and registers the file in the catalog
Icg-del Delete one file

Icg-rep Replication between SEs and registration of the replica
Icg-gt Gets the TURL for a given SURL and transfer protocol

Icg-sd Sets file status to “Done” for a given SURL in a SRM request

File Cataloqg Interaction

Icg-aa Add an alias in LFC for a given GUID

Icg-ra Remove an alias in LFC for a given GUID

Icg-rf Registers in LFC a file placed in a SE

Icg-uf Unregisters in LFC a file placed in a SE

Icg-la Lists the alias for a given SURL, GUID or LFN
Icg-lg Get the GUID for a given LFN or SURL

Icg-Ir Lists the replicas for a given GUID, SURL or LFN
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LFC C API

Enabling Grids for E-sciencE

Low level methods (many POSIX-like):

Ifc_access
Ifc_aborttrans
Ifc_addreplica
Ifc_apiinit
Ifc_chclass
Ifc_chdir
Ifc_chmod
Ifc_chown
Ifc_closedir
Ifc_creat
Ifc_delcomment

Ifc_delete

Ifc_deleteclass
Ifc_delreplica
Ifc_endtrans
Ifc_enterclass
Ifc_errmsg
Ifc_getacl
Ifc_getcomment
Ifc_getcwd
Ifc_getpath
Ifc_lchown
Ifc_listclass

Ifc_listlinks

Ifc_listreplica
Ifc_Istat
Ifc_mkdir
Ifc_modifyclass
Ifc_opendir
Ifc_queryclass
Ifc_readdir
Ifc_readlink
Ifc_rename
Ifc_rewind
Ifc_rmdir

Ifc_selectsrvr

Ifc_setacl
Ifc_setatime
Ifc_setcomment
Ifc_seterrbuf
Ifc_setfsize
Ifc_starttrans
Ifc_stat
Ifc_symlink
Ifc_umask
Ifc_undelete
Ifc_unlink
Ifc_utime

send2lfc



LFC commands

Enabling Grids for E-sciencE

Summary of the LFC Catalog commands

Ifc-chmod

Change access mode of the LFC file/directory

Ifc-chown

Change owner and group of the LFC file-directory

Ifc-delcomment

Delete the comment associated with the file/directory

Ifc-getacl Get file/directory access control lists
Ifc-In Make a symbolic link to a file/directory
Ifc-Is List file/directory entries in a directory
Ifc-mkdir Create a directory

Ifc-rename Rename a file/directory

Ifc-rm Remove a file/directory

Ifc-setacl Set file/directory access control lists

Ifc-setcomment

Add/replace a comment
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C LFC other commands

Enabling Grids for E-sciencE

Managing ownership and permissions:
Ifc-chmod

Ifc-chown Remember that per user
mapping can change in
every session.

Managlng ACLs: The default is for LFNs

Ifc-getacl and directories to be VO-

Ifc-setacl wide readable.

Consistent user mapping
will be added soon.

Renaming:
An LFN can only be
Ifc-rename removed if it has no
SURLSs associated.
Removing: LFNs should be
Ifc-rm removed by lcg-del,

rather than Ifc-rm.
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Sl Bibliography

Enabling Grids for E-sciencE

« Information on the file catalogs
— LFC, gfal, Icg-utils:

“Evolution of LCG-2 Data Management (J-P Baud, J. Casey)”
http://indico.cern.ch/contributionDisplay.py?contribld=278&sessionld=7&confld=0

— LFC installation, administration, migration from RLS:

= Wiki entries indicated through the presentation:
http://goc.qgrid.sinica.edu.tw/gocwiki/How_to_set up _an LFC_service

http://goc.grid.sinica.edu.tw/gocwiki/How to migrate the RLS entries into the L
CG File Catalog %28LFC%?29

— LFC contacts:
= Jean-Philippe.Baud@cern.ch
= Sophie.Lemaitre@cern.ch




o

File and Replica Management catalog

(FiReMan)
(the future)



G Differences to LCG (ll)

Enabling Grids for E-sciencE

Storage Element

glLite defines the SE to have 3 interfaces:
Storage Resource Management (SRM) interface
Gridftp interface
Native I/O interface (rfio, dcap, nfs, ..)

LCG only requires the gridftp interface (“classic SE”)
gLite: SRM is mandatory for each SE

POSIX-like 1/O:
GFAL: gLite — 1/O:
client-side interaction with the provides a server to process SRM,
SRM, storage and catalogs native 1/O and catalog interactions
user certificate is used client delegates user credential to
no atomicity guarantee glite /0 server

glite I/0O owns files on SE
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C Differences to LCG (lll)

Enabling Grids for E-sciencE

Managed File Transfer

LCG provides command-line utilities through Icg-util to
move data. All the operations are performed on the
client.

Blocking operation — client has to wait until the copy/replication is
done

Scaling and Network resource management issue — if every job
issues wide-area file movement operations from the worker
nodes in a cluster, this will easily clog up the network

glLite provides services for asynchronous and bulk
data movement

File Transfer

File Placement (transfer including catalog registration)
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C Service Implementation

Enabling Grids for E-sciencE

2 independent implementations exist

Oracle Implementation MySQL Implementation
Catalog Logic lives inside Oracle Simple Table Structure using
as Stored Procedures InnoDB tables
Tomcat parses credential only, Credential parsing and all of the
passes operations through to DB logic is in Tomcat

TOMCATS TOMCATS
J2EE J2EE
Application Server Application Server

Application Logic

N - N -
Database Database
ORACLE MYSQL

Application Logic
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C Data Management Services

Enabling Grids for E-sciencE

Storage Element
Storage Resource Manager Castor, dCache, DPM, ...

POSIX-I/O gLite-1/O, rfio, dcap, xrootd
Access protocols gsiftp, https, rfio, ...

Catalogs
File Catalog h glLite File and Replica Catalog

Replica Catalog Globus RLS
File Authorization Service

Application specific catalogs
Metadata Catalog

File Transfer o
Data Scheduler (only designs exist so far)
File Transfer Service gLite FTS and glite-url-copy;
(manages physical transfer) Globus RFT, Stork
File Placement Service gLite FPS

(FTS and catalog interaction in a transactional way)
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Files & replicas: Name Conventions

Enabling Grids for E-sciencE

Symbolic Link in logical filename space elite
Logical File Name (LFN) -

Grid Computing

An alias created by a user to refer to some item of data, e.g. “Ifn:cms/20030203/run2/track1”

Globally Unique Identifier (GUID)

A non-human-readable unique identifier for an item of data, e.g.
“guid:f81d4fae-7dec-11d0-a765-00a0c91e6bf6”

Site URL (SURL) (or Physical File Name (PFN) or Site FN)

The location of an actual piece of data on a storage system, e.g.
“srm://pcrd24.cern.ch/flatfiles/cms/output10_1" (SRM)
“sfn://Ixshare0209.cern.ch/data/alice/ntuples.dat” (Classic SE)

Transport URL (TURL)

Temporary locator of a replica + access protocol: understood by a SE, e.g.
“rfio://Ixshare0209.cern.ch//data/alice/ntuples.dat”

. g o A

Symbolic Link 1 /i Physical File SURL 1 |epm— TURL 1

O e |<

Symbolic Link n \I Physical File SURL N | TURL n

Q:ile and Replica Catalog
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CGe Features

Enabling Grids for E-sciencE

Web-services interface: Guarantees client support on many platforms
and many languages.

Standardization effort ongoing. It is being managed through the
EGEE PTF. Are provided:

Linux Command Line tools
C/C++ API
Java API
Perl modules
JavaScript (for web clients)
glLite integrated bash (glitesh) — prototype
Security: Fine-grained ACL support with minimal performance penalty.
DNs own the files
VOMS group support
Basic Unix security (ugo rwx)

Additional ACLs for setPermission, list, remove, setMetadata,
getMetadata
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Fireman commands 1

Enabling Grids for E-sciencE

Summary of the Fireman Catalog commands

glite-catalog-chmod Change access mode of the Fireman file/directory. Set the
glite-catalog-setacl ACL, the default ACL and the default permission
glite-catalog-setdefacl
glite-catalog-setdefperm

glite-catalog-stat List the details of a file — all attributes, replicas. Or just the
glite-catalog-getguid associated GUID.
glite-catalog-setattr Set/get metadata attribute and set the metadata schema of
glite-catalog-getattr a given directory

glite-catalog-setschema

glite-catalog-getacl Get file/directory access control lists and default ACL
glite-catalog-getdefacl

glite-catalog-symlink Make a symbolic link to a file. Directory symlinks are not
supported by design.
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Fireman commands 2

Enabling Grids for E-sciencE

Summary of the Fireman Catalog commands

glite-catalog-Is

List file/directory entries in a directory

glite-catalog-mkdir

Create a directory

glite-catalog-mv

Rename a file/directory

glite-catalog-rm
glite-catalog-rmdir

Remove a file/directory

glite-catalog-getreplica

Get all replicas associated with a file/GUID

glite-catalog-touch
glite-catalog-create

Create a new entry in the catalog/update the modification
time

glite-catalog-find

Find entries based on their name pattern

glite-seindex-list

List all SEs having a replica of the given files
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Fireman Simple C API

Enabling Grids for E-sciencE

APl level methods:

glite_catalog_free
glite_catalog_get endpoint
glite_catalog_get_errclass
glite_catalog_get_error
glite_catalog_new
glite_catalog_set_default_perm
glite_catalog_set_error
glite_catalog_get verror
glite_catalog_aclentry_clone
glite_catalog_aclentry_free
glite_catalog_aclentry_freearray
glite_catalog_aclentry_new
glite_catalog_attribute_clone
glite_catalog_attribute_free
glite_catalog_attribute_freearray
glite_catalog_attribute_new
glite_catalog_fcentry_clone
glite_catalog_fcentry_free
glite_catalog_fcentry freearray
glite_catalog_fcentry_new
glite_catalog_fcentry_setguid
glite_catalog_fcentry update
glite_catalog_fcentry addsurl
glite_catalog_frcentry_clone
glite_catalog_frcentry_free
glite_catalog_frcentry frearray
glite_catalog_frcentry_new

glite_catalog_frcentry_setchecksum

glite_catalog_frcentry_setguid
glite_catalog_guidstat_clone
glite_catalog_guidstat_copy
glite_catalog_guidstat_free
glite_catalog_guidstat_freearray

glite_catalog_guidstat_new
glite_catalog_guidstat_setchecksum
glite_catalog_lIfnstat_clone
glite_catalog_lIfnstat_copy
glite_catalog_lfnstat_free
glite_catalog_lIfnstat_freearray
glite_catalog_Ifnstat_new
glite_catalog_permission_addaclentry
glite_catalog_permission_clone
glite_catalog_permission_delaclentry
glite_catalog_permission_free
glite_catalog_permission_freearray
glite_catalog_permission_new
glite_catalog_permission_setgroupname
glite_catalog_permission_setusername
glite_catalog_rcentry_addsurl
glite_catalog_rcentry clone
glite_catalog_rcentry_free
glite_catalog_rcentry freearray
glite_catalog_rcentry_new
glite_catalog_rcentry_setchecksum
glite_catalog_stat_clone
glite_catalog_stat_free
glite_catalog_stat freearray
glite_catalog_stat_new
glite_catalog_surlentry_clone
glite_catalog_surlentry free
glite_catalog_surlentry freearray
glite_catalog_surlentry_new
glite_fireman_expand_path
glite_fireman_get_locate_limit
glite_fireman_get_query_limit
glite_fireman_get readdir_limit

glite_fireman_getinterfaceversion
glite_fireman_getschemaversion

glite_fireman_getservicemetadata

glite_fireman_getversion
glite_fireman_checkpermission
glite_fireman_getpermission
glite_fireman_setpermission
glite_fireman_createfile
glite_fireman_getfilecatalogentry
glite_fireman_getguidforlfn
glite_fireman_getlfnforguid
glite_fireman_locate
glite_fireman_mkdir
glite_fireman_mv
glite_fireman_readdir
glite_fireman_rmdir
glite_fireman_symlink
glite_fireman_unlink
glite_fireman_updatemodifytime
glite_fireman_updatevaliditytime
glite_fireman_addguidreplica
glite_fireman_clearattributes
glite_fireman_createguid
glite_fireman_getatributes

glite_fireman_getdefaultglobalpermission

glite_fireman_setattributes
glite_fireman_setdefaultglobalpermission
glite_fireman_setdefaultprincipalpermission
glite_fireman_setmasterreplica
glite_fireman_updateguidstat
glite_fireman_updatestatus
glite_fireman_updatesurlstat
glite_fireman_addreplica
glite_fireman_associatedirwithschema
glite_fireman_create
glite_fireman_getstat
glite_fireman_listlfn
glite_fireman_listreplicas
glite_fireman_remove
glite_fireman_removereplica
glite_seindex_getinterfaceversion
glite_seindex_getschemaversion
glite_seindex_getversion
glite_seindex_listsebyguid
glite_seindex_listsebylfn
glite_conf_value

glite_config_file
glite_discover_endpoint
glite_freestringarray
glite_location

glite_fireman_getdefaultprincipalpermission glite location_log

glite_fireman_getguidforsurl
glite_fireman_getguidstat
glite_fireman_getmasterreplica
glite_fireman_getsurlstat
glite_fireman_hasguid
glite_fireman_listattributes
glite_fireman_listreplicasbyguid
glite_fireman_listsurlsbyguid
glite_fireman_query
glite_fireman_removeguid
glite_fireman_removeguidreplica

glite_location_var
glite_pkg_var
glite_tmp
glite_uri_free
glite_uri_new

RED methods also
have bulk versions



CGRE glLite /0 commands and API

Enabling Grids for E-sciencE

Summary of the gLite /0 command line tools

glite-get Retrieve a file from the Grid using LFN or GUID
glite-put Put a local file into the Grid, assigning LFN
glite-rm Remove a file (replica!) from the Grid using LFN or GUID

Summary of the gLite /O API calls (C only)

glite_open glite_posix_open
glite_read glite_posix_read
glite_write glite_posix_write
glite_creat glite_posix_creat
glite_fstat glite_posix_fstat
glite_Iseek glite_posix_Iseek
glite_close glite_posix_close
glite_unlink glite_posix_unlink
glite_error glite_filehandle

glite_strerror
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Using Data Location for Job

Scheduling

Enabling Grids for E-sciencE

Resource Broker

Storage
| ndex

<~ Data Requirements
‘ Ll

Job status

Computing Element \

E
S g LRMS

Storage
Element
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e - Using Data Location for Job

Enabling Grids for E-sciencE S C h e d u I i n g

Endpoint of the Catalog

[ (Storagelndex interface)
Executable = "helloCSC.sh'";

StdOutput = "Message.txt";

StdError = "stderr.log";

StorageIndex = "http://1xb2028 ‘cern.ch:8080/EGEE/glite-data-
catalog-service-fr/services/SEIndex"; _
InputData = "lfn:///tmp/testCSC" T LFN of the file needed
DataAccessProtocol = "gridftp,gliteio";

InputSandbox = {"helloGet.sh
OutputSandbox = {"Message.txt","st

]

", "testfile.txt"};

Access protocol used




CHEE File Movement

Enabling Grids for E-sciencE

Many Grid applications will distribute a LOT of data across the
Grid sites
Need efficient and easy to manage File movement service

glLite File Transfer Service FTS
Manage the network and the storage at both ends
Define the concept of a CHANNEL.: a link between two SEs

Channels can be managed by the channel administrators, i.e. the
people responsible for the network link and storage systems

These are potentially different people for different channels
Optimize channel bandwidth usage — lots of parameters that can be
tuned by the administrator

VOs using the channel can apply their own internal policies for queue
ordering (i.e. professor’s transfer jobs are more important than

student’s)
glLite File Placement Service

It IS an FTS with the additional catalog lookup and registration steps,
i.e. LFNs and GUIDs can be used to perform replication. Could’ve been

called File Replication Service. ( )
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Cy Reliable File Transfer

Enabling Grids for E-sciencE

GridFTP is the basis of most transfer systems

functionality is

Only retries in case of network problems; no possibility to
recover from GridFTP a server crash

GridFTP handles at a time

No possibility to do bulk optimization
No possibility to schedule parallel transfers

Need a layer on top of GridFTP that provides

FTS/FPS
Globus RFT (layer on top of single gridftp server)
Condor Stork
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C glLite FTS/FPS details

Enabling Grids for E-sciencE

File Transfer/Placement Service (FTS,FPS) Web Monitor
Transfer Job Database

Exposes the Transfer Web Service Interface

to which user clients talk (submit, cancel, FTS/FPS
status capability) WebService
Has a Web Interface I
Manages Catalog updates if necessary EOb Dli

Transfer Agent

Basic Actions e

Get transfer jobs from Transfer Job Database Transfer Agent

Manages transfer over many channels —

yo%nBZZZ ér::esfer status and updates Transfer | Actll n I
Extensible with user-defined custom actions

Retry Policy - /\ /

Transfer Service (glite-url-copy) Channel Channel

Actually performs transfer: SRM — SRM, - -
gsiftp _SRM, gsiftp . gsiftp glite-url-copy glite-url-copy
Monitor capability, including gsiftp g'ite'u”mpy g'ite'u”'cow
performance markers glite-url-copy glite-url-copy
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elgle) FTS vs. FPS

Acts only on SRM SURLs or gsiftp URLs
submit (source-SURL, destination-SURL)

A plug-in into the File Transfer that allows to act on logical file
names (LFNs)

Interacts with replica catalogs (similar to gLite-1/O)
Registers replicas in the catalog

submit (transferJobs) (transferdJob = sourcelLFN,
destinationSE)
FTS
| =
"| WebService | o€
FPS
plugin Catalog
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File Transfer commands

Enabling Grids for E-sciencE

Summary of the FTS/FPS commands

glite-transfer-submit

Submit a transfer job, consisting of source/target pairs.

glite-transfer-cancel

Cancel an existing job

glite-transfer-status

Retrieve the status of a transfer job

glite-transfer-list

List jobs

glite-transfer-channel

Get all replicas associated with a file/GUID

glite-catalog-touch
glite-catalog-create

Create a new entry in the catalog/update the modification
time

glite-catalog-find

Find entries based on their name pattern

glite-seindex-list

List all SEs having a replica of the given files

APl is also available in C and Java (WSDL-autogenerated)
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C How to Copy and Replicate?

Enabling Grids for E-sciencE

Using the
Lookup source SURL in replica catalog
Initiate and monitor transfer
After successful transfer register new replica in the catalog

Using the
Initiate and monitor transfer
Plugin takes care of catalog interactions

Difference only in input parameters to the submit command
SURLs vs. LFNs

Different configuration
FPS requires catalog endpoint
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CHEE More Information

Enabling Grids for E-sciencE

- gLite homepage
— http://www.glite.org

- DM subsystem documentation
— http://egee-jral1-dm.web.cern.ch/egee-jral-dm/doc.htm

- FiReMan catalog user guide
— https://edms.cern.ch/file/570780/1/EGEE-TECH-570780-v1.0.pdf

- gLite-l/O user guide
— https://edms.cern.ch/file/570771/1.1/EGEE-TECH-570771-v1.1.pdf

* FTS/FPS user guide

— https://edms.cern.ch/file/591792/1/EGEE-TECH-591792-Transfer-CLI-
v1.0.pdf
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EGEE Virtuous Cycle

Enabling Grids for E-sciencE
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The GILDA project

(https://gilda.ct.infn.it)

- EX

. File Edit View Go Bookmarks Tools ‘Window Help

@Q Q @ @ |M https:/fgilda.ct.infr.itf | m [m dga

L Home| EBockmarks % Webmail % Tiscali Mail % Missioni % Offerte 3 Ordini S FastWeb S5 Mozila,org
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_ _ GILDA ( Grrid | nfn L aboratory for D issemination A ctivities )
» Grid tutorials

» GILDA Poster is a virtual laboratory to demonstrate/disseminate the strong capabilities of grid computing.
» Video tutorials
» Live User Interface GILDA consists of the following elements:

» User Interface PnP _ _ _ _ _
W |nstructions for users the GILDA Testhed |a series of sites and services (Resource Broker, Information Index, Data

W Instructions for sites Tanagers, monmanng tool, Computing Elements, and Storage Elements) spread all over ltaly

) and the rest of the_world on which the latest version of both the INFMN Grid middle-ware (fully
» Useful links _ N _
compatible dle-ware) andth iddle-wiare are installed;
» Sponsors + the Grid Demd sk’ e clstomized versiOseitheTull GEMIUS web portal, jointly developed

» . by INFMN and NICE, from where everybody can submit a pre-defined set of applications to the
Usage Statistics GILDA Testbad

» Old Usage Statistics -I the GILDA Certification Autharity: !a fully functional Certification Authority which issues 14-days
nting to experience grid computing on the GILDA Testhed;

o|the SILDA Virtual Orqamzan%;l a “irtual Organization gathering all people wanting to
expenence gna compuing on e GILDA Testbed;, GILDA also runs the Virtual Organization
Membership Service (VOMS) developed by INFN,;

+ the Grid Tutor based on a full version of the GENILS web portal, to be used only during grid
tutorials,

+ the monitoring system: a wersatile monitoring system completely based on GrdICE, the grid
monitoring tool developead by INFR;

+ the GILDA mailing list gilda@@infn.it, also archived on the web here.

M &F B @ o | T LS
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The GILDA Test-bed
(https://gilda.ct.infn.it/testbed.html)

Enabling Grids for E-sciencE

Prague
(CESMNET)

Vienna' |Bratisiava
(University B (11-5A5)
- ‘: FPaduaelrieste
Ganca QT L cttra)
[Biolabk) Bologna
{CMNAF)

ame
[CHRITIINAF]

an|

Haples N {University)

[INAF) .

y Y -
- J“) L 5

SN Catania

{(INFHIJ{INAF)

~15 sites in 3 continents !
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The GILDA Services

(https://gilda.ct.infn.it/testbed.html)

Enabling Grids for E-sciencE

¥ GILDA - Testbed - Mozilla

. File Edit Yew Go Bookmarks Tools Window  Help

Q Q @ @ ;[Mhttps:,l',l'gilda.ct.inFn.it,l'testbed.htmI

- 45 Home | F3Bockmarks % webmal % Missioni 3 OFferte % Ordini % Fastweb % Mozila.org

_fl"; ’) 1)
INFN
S%GRI? '

| GO CGRE

SIS e e FHH “nabling Grids
for E-scienc!

Disseminatio.

E H[.)ME ][ TESTBED JE&EII

ONSTRATOF Efﬂﬂg%ﬁg-ﬁhyﬂ:w-@ﬁmﬂ TUTOR ﬂ-E MONITORING 3-& CONTACTS ]

¥ Grid tutorials

¥ GILDA Poster

» Video tutorials

¥ |ive User Interface

» User Interface PnP ™"
» Instructions for users
» |nstructions for sites
» Useful links

¥ Sponsors
» Usage Statistics
¥ Old Usage Statistics

Ready for gLite !

LCG-2 Resource Broker (RE) grid004. ct.infn. it
LCG-2 Resource Broker (RE) grid013.ct.infr.it
LCG-2 Resource Broker (RE) skurut2.cesnet.cz
LCG-2 Resource Broker (RE) rb.be.itu. edu.tr
glite Resource Broker (RB glite-rb.ct.infn. it
Lite Development Resource Broker (RE 03.ct.infn.it
Information Index (BDIN grid004. et infn.it
Backup Infarmation Index (BDIN) grid013.ct.infn.it
GILDA WO server grid-vo.cnaf.infn.it: 10389
GILDA glite YOMS server > cert-vams-01 chaf inf. it 15008
GnrdICE Manitoring System alifarm? . ct.infn.it: 50080
LCG-2 Replica Location Service (RLS) grid008. ct.infn.it =
LCG-2 File Catalog (LFC [fc-gilda.cern.ch
Lite FiRelMan Catalag grid017 et infn.it
glite R-GMA, server rgmasny. ct.infn.it:3443
MyProxy Server grid001.ct.infr.it
Backup MyProxy Server grid014.ct.infn.it

[4]

S O B B o7l |

INFSO-RI-508833
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The GILDA Sponsors

e ee (https://gilda.ct.infn.it/sponsors.html)

Enabling Grids for E-sciencE

[ GILDA - Testbed - Mozilla

. File Edit Wiew Go BkmksTI de Help

Q Q @ @ [% hktps:figilda.ct.infn.itfsponsars, html

48 Home | EIBockmarks % Webmail %5 Tiscal Mal %3 Missioni %3 Offerte S Ordini %% Mazila.org

|

GILDA is sponsored by:

JaFe) 3

- Centro Naclonal de
Cilculo Clentifico
I o a Universidad de Los Andes

(7 nazionate

delle Ricerche

.22 INFORMATICS INSTITUTE OF INFORMATICS
22 INSTITUTE ITU SLOVER ACEDEMY OF SCIENCES

l’:I/--'*x

UNIVERSITY B 'J OF VIENNA

“-.._

Il 2 ©F F B @R Link not found: " | E=r-1
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The GILDA Certification Authority

(https://gilda.ct.infn.it/CA)

. File Edt Wiew Go Bookmarks Tools ‘Window Help
n @Q Q @ @ |@ https: ffgilda.ct.infn.itfCa) | | Go I @k Search t:ga
- ‘2 Home | F3EBookmarks 5 Webmail % Tiscali Mail 3 Missioni 3 Offerte %5 Ordini % Mozilla.org
= 2 =
‘, F C - gen u u
—o= — The GILDA Certification Authority
DissesunaTioN ACTRITIES
W General information i i i . . .
The GILDA Certification Authority (GILDA CAY 1zzues temporary (two weelks) personal public key cerificates
> GILDA CA certificate {comphant wath the 30509 standard) m order to access the GILDA Testbed,
> Request a personal certificate Absolutely no identity check 15 going to be performed on the requester, so the personal certificates 1zsued by the GILDA
- Fe e fEe CA have absolutely no value on any real production Grid Infrastructure.
W Request a host certificate The GILDA Certification Anthority i managed by,
> Renew a certificate Giuseppe Platania i
» ) TNFH Catania B
Check a personal certificate Via S Sofia, 64
W= Certificate Revocation List I-55123 Catania
TTATLY
g-mail: gilda-ca@et.imfn.it
Tel: +29 085 373 5465
Fas 435 095 378 5231
In order to mepect the GILDA CA certificate andfor save 1t m your web browser (necessary to validate your personal
certificate) chick on GILDA CA certificate in the left part of this page.
In order to request a certificate, click on Request a personal certificate m the left part of this page.
Fvou already have a trusted personal certificate, click on Request an account, in the left part of this page, to request an
account. Your personal certificate must be included i your browser before doing this.
In order to request a host certificate, click on Request a host certificate in the left part of this page.
[ (A & £ & @7 | | E=I=1
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CIEICJC) The GILDA Certification Authority

Enabling Grids for E-sciencE
B Request a GILDA CA personal certificate - Mozilla
. File Edt Wew Go Bookmarks Tools Window Help

al @0 Q @ Q |Mhttps:,I',I'gilda.ct.infn.it,l'CA,l'mgt,l'restrictedll'ucert.php | | Go | €, Search Cf:;c

+ 4 Home | [JBookmarks %5 mozila.org % mozilaZine S mozdev.org

¥ Request an account In order to correctly generate a recuest it is mandatory to fill all fields i the form below. Flease, double check the =
correctness of the e-mail address that you are gomng to provide since no verification will be performed by the server,
¥ Request a host certificate
The password vou are prompted about i the form below 15 the password of your perzonal account on the GENIUS Portal
¥ Check a personal certificate  from where you will access the GILDA Testbed and it is NOT the passphrase of vour personal certificate.
W Certificate Revocation List When the certificate will be signed by the GILDA CA manager you will be notified by e-mail with the mstriuctions to
download your GILD A CA personal certificate and access the GILD A Testhed.
Institute TiversityCompany: | |
First natne and last name: | |
Account username
{max & characters; only not-accented letters and digits are allowed, both | |
lowercase and uppercase):
Arccount password
(only not-accented letters and digits are allowed, both lowercase and | | u
UppPErCase): B
Confirm account password
{only not-accented letters and digits are allowed, both lowercaze and | |
UppPErCase):
E-tnail: | |
KeySize: | | 2048 (High Grads) v |
Submitthe request ] [ Clear form ]
-
M G S F) B a? | | I ]
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The GILDA Virtual Organization

Enabling Grids for E-sciencE

o File Edit Wew Go Bookmarks Tools Window Help

@Q @ @ @ |Mhttps:Hgilda.ct.infn.it; | m [m] d%‘-za

L Home| EBookmarks S Webmail S5 Tiscal Mail S Missioni S OFferte S Ordini %% Mozila,org

INFN R, iR f-;‘F;!rabling' rids

i . am : : -scienc!
(—’/GR;b_ Grio Infn CABORATORY for
s s Dissemination Activities

B 1 GRID | [JCERTIFICATION| [3) VIRTUAL | | B N
[ HOME ] ﬁ TESTBED 1 &euunsmmoé Ef numomrﬁ kbnsnmznm ﬁcmnm'rcn ] E Mommmm.a [ CONTACTS ]

» Grid tutorials INF
¥ GILDA Poster L/
» Video tutorials%

¥ Live User Interface

¥ User Interface PnP 'T-‘EI'
¥ |nstructions for users
¥ |nstructions for sites

Registration Form

Nome e cogneme / First name and family name: |RDber‘tD Barbera
» Useful links 1
Istituto/Institute: | INFN-Catania | N
» Sponsors
» Usage Statistics Telefono/Phone number: | |

¥ Old Usage Statistics
E-mail: |r|:|beﬁo.barbera@d.infn.it |

Selezione VO / VO choice:

La sottomissione della domanda implica l'obbligo ad un corretto uso delle risorse messe a disposizione
dellutente.

[ Clear Farm ][ Fegister ]
122 & B & o | I ==
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CHEE The GILDA VOMS

SEIES

. File Edt MWiew Go Bookmarks Tools Window Help

@G Q @ Q |.L https:fcert-wams-01.cnaf.infn.it: 84435 voms/gilday) | | Go I Q::“SEarl:h d:;ga

45 Home | E3Eookmarks %5 Webmail 3 Missioni - Offerte %3 Crdini % Fastwieb %3 Mozila.org

Virtual Organization Membership Service

My membership details WEICDme t'D' VOMS*

New user registration

VOIS is the Virtual Organization Membership Service, a central database for YO membership information.
My requests

This is the YOMS administration interface providing YO membership-related services for YO users and VO managers.

Administer the VO

Flease select an item from the services listed on the left side of this page.
Handlle requests

Check audit data
CONFIGURATION
Configur ation information

List all Vs on this server

WOMS Admin 1.0.5
Ralzaze 1

22004 CERM, ELTE
on behalt of the EU_ EGEE Project

0 2 ©F £ & 672 [pone I ErEr-1
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[ GILDA - GridICE - Grid Monitoring Service - Mozilla
Fle Edit Wiew Go Eookmarks Tools indow Help

OO \) O \) |% http:ffalifarm?  ct.infn.it: 50080/ gridice/site jsite ,php

. 45 Home [JBookmarks S Webmal S Tiscali Mail % Missioni % Offerte S Ordini S Mozila.org

The GILDA Monitoring System

(http://alifarm7.ct.infn.it:50080/gridice)

¥ GILDA - GridICE - Grid Monitoring Service - Mozilla

File Edit Wiew Go Bookmarks Tools Window Help

O Q O '\) %y http:ffalifarm?.ct.infn.it: 50080/ gridicefvosvo_details, php?voMame=gildafuwisi QS
M- | | &) @

fas WY, L 1
[ G’@(C:B
GRID INFN-LABORATORY for

DISSEMINATION ACTIVITIES the eyes of the Grid

£
2
g
g
E
-
é

w
(=]

N e I e

oMo ooooo

Generated: Fri, 6 May 2005 12:28:49 +0200

1 2 =]
1 1 ]
8 10 B

2 4

4

» & Home  C3Bookmarks S webmail % Tiscal Mal %5 Missioni % Offerte %3 Ordini 3 Mozila.org

VO view::gilda > > Core Services >> Computing Resources

Storage Resources

o OF B B o

=¥ =

Storage Element ID

Generated: Fri, 6 May 2005 12:49:01 +0200

INFSO—R‘

gilda

1gilda
1gilda
1gilda
:gilda
igilda
:gilda
1gilda
1gilda

Computing Resources Storage Resources

2 1D

cnaf.infh.it
ct.astro.it
ct.infh.it
ct.infh.it
grid.unipg.it
na.astro.it
pd.infr.it
ui.savba.sk

be.itu.edu.tr

be.itu.edu.tr 0 2
be.itu.edu.tr 0 2
be.itu.edu.tr 0 2
cesnet.cz u] u}
139.2 Gh . .
3 Th chaf.infn.it 2 2
13.4 Gh cnafiinfn.it 2 2
104.5 Gh chaf.infn.it 2 2
1.4 Th cnaf.infn.it 2 2
75 @b ct.astro.it 1 1
i;;:g EE ct.astro.it 1 1
68.5 Gb ildace.c tro. it . 1% u! ct.astro.it 1 1
i ct.infn.it 8 8
ct.infn.it g =]
ct.infh.it 8 =]
ct.nfn.it 19 19
ct.nfn.it 19 19
ct.infn.it 19 19
grid.unipg.it 16 16
grid.unipg.it 16 16
grid.unipg.it 16 16
na.astro.it 7 7
na.astro.it 7 7
na.astro.it 7 7
na.astro.it 7 7

pd.infr.it 2 2

139.22 Gh 32 Mb
13.44 Gh 1.89 Gh
104,54 Gh 1.92 Gh

1.38 Th 638,26 Gh
22,19 Gh 2,68 Gh

7.33 Gb 1.79 Gb
213.79 Gb 3.23 Gb
498,59 Gb 727 Mb
63.54 Gb 145 Mb

_E Homepage
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The Grid Tutor

(https:/Igrid-tutor.ct.infn.it, https://glite-tutor.ct.infn.it)

Enabling Grids for E-sciencE

[ Welcome to the GENIUS INFN GRID Portal - Mozilla
. Fle Edit VYew Go Bookmarks Tools Window Help

‘ Q e @ @ [|9El,‘-https:,|‘,|‘gridftutor.ct.\nfn.it)l

o 8 Home | EJBookmarks 5 Webmail % Tiscali Mail %y Missioni %3 OFferte %y Ordini %5 Fastweb %5 Mozila.org

ﬂl IQ‘SearchI ‘ @a

INFN
g
File Services
Security Services
Job Services
Data Services
Info Services
Monitoring Services
Interactive Services
Grid Settings
Set VO/VOMS

Current VO Services
Statistics

Logout

powered by
EnginFrame 3.2
compliant with
LCG-2 GRID.IT

gLite-1

ceee

Enabling Crids
for E-scienct

engwframe .
”

Grid Enabled web eNvironment for site Independent User job Submission

Welcome to GENIUS

Important MNotice
GENIUS User's Guide (pdf)

MNew Grid Authentication with MyProsy it}

o] (G search | ‘ @a

GENIUS MyPromy Server Installation
GENIUSE CVE Available

S Offerte S Ordini % FastWeb S Mozila.org

GEMIUS M List
GENIUE Malng Arclive (Help on Majerdomo Commands)
GRID MOVIE
Wsefil Links
Credits

This portal is best wiewed with Mozlla 1.6.
MNetscape (4.79, 4.80, & and higher) and Internet
Ezplorer (5 or lugher) can also be used.

The use of any other web browsers could induce some
visualization mismatches and is not currently suggested
GENIUS is based on Apache 1.3.31 and Open33L 0.9.74d
Last update: Tue 12 April 2005

Current VO Services
Statistics
Logout

powered hy
EnginFrame 3.2
compliant with
L GRID.IT

gLite-1

ngwmrame

ecee

Enabling Grids
for E-sciench

Grid Enabled web eNvironment for site Independent User job Submission

Welcome to GENIUS based on
clite

Important Metice
GENIUS User's Guide (pdf)
MNew Grid Authentication with JyPro:
GENIUS MyProxy Server Installation
GENIUE CVE Available
GEMNITS Mailing Tist
GENIUS Matbing Archive (Help on Majordome Commands)
GEID MOVIE
Tseful Links
Credits

This portal is best viewed with Mozilla 1.6
Wetscape (4.79, 4.80, 6 and higher) and Internet
Esplorer (5 or higher) can also be used.
The use of any other web browsers could induce some
wisuahization mismatches and 15 not currently suggested.




The Grid Demonstrator (1/2)

(https:/Igrid-demo.ct.infn.it, https://glite-demo.ct.infn.it)

Enabling Grids for E-sciencE

. File Edit View Go Bookmarks Tools Window Help

A‘ @ Q @ @ [IE‘}httDS:J‘J‘qrid-demu.ct‘infn.iti ol [QSearchll @o

@enghvframe ecee

- Emablimg GrE:Is for
-science in Europe
genius

Grid Enabled web eNwironment for site Independent User job Submission

Istituto Nazionale
di Fisica Nucleare

B File Services

: f:;“:ty Services Welcome to the GILDA Grid Demonstrator
. Mf,:,rfli“ powered by GENIUS
VO Services GILDA Grid Demonstrator User's Guide (html, pdf)

A— Credits infr.itf ﬂl [QSEarchI ‘ @a

W S Offerts Sy Ordinl % Fastweb % Mozilla org

powered by This portal is best viewed with Morilla 1.6

) o Netscape (4.79, 4.80, & and higher) and Internet
EnginFrame 3.2 ; N
compliantwith Esplorer (3 or higher) can also be gsed an[‘ame eeee
LCG2 The use of any other web browsers could induce some | Ly Enabllng Grids
visualization rismatches and is not currently suggested. ! us for E-scienct

Last update: Fr1 3 Sep 2004 =

Grid Enabled web eNvironment for site Independent User job Submission

Welcome to the GILDA Grid Demonstrator
powered by GENIUS
based on

Demonstrator .
Applications clite

GILDA Gnid Demonstrator User's Guude (himl, pdf)
Credits

This portal is best viewed with Mozilla 1.6
Netscape (4.79, 4.80, & and higher) and Internet
Explorer (5 or higher) can also be used
The use of any other web browsers could mduce some
visualization mismatches and is not currently suggested
Last update: Fri 24 May 2005

[ S al




CHEE GEMS example

Enabling Grids for E-sciencE

-8 X

¥ Welcome to the GENIUS INFN GRID Portal - Mozilla
. File Edit View Go Bookmarks Tools Window Help

Q e @ @ [|% hittps://grid-tutor.cLinfr.it’ ﬂl ‘ dgﬂ

4% Home [3Bookmarks % Red Hat, Inc. % Red Hat Metwork E3Support £33hop 3 Froducts F3Training

v x
. File Edit ¥iew Go Bookmarks Tools Window Help

/-) @Eﬂg e e @ @ [l%hﬂps:h‘grid—tutor.ctinfn.it-’gilda.-‘abctra]a?m204_1314;’201204_1314html a|‘ dga

, N FN 4% Home ‘ F3Bookmarks % Red Hat, Inc. % Red Hat Metwork E3Support E33hop E3Products £3Training
u Istituta Nazrionale
di Fisica Nucleare

Gri

SIMBEX

e RB: gilda

Configuration
files creation

H Job ID
A ~-di H
e Interactive

1 Z2s0v8iEesbvfOPu eWly

Simbex Job Queuf

i MP! jobs !

EnginFrane 3.2 Open Monitor

compliant with
LCG-2
ERID.IT

1020 30 40 50 /0 FO B0 30 100 110 120 1300 1400 150 !!5 T70 180 190 ¢

Gamma

0 (e m e




hadronTherapy example

CATANA beam

line in realit
net Yy hadronTherapy in

GENIUS

CATANA beam line==mrrmmmmmrmr

- simulated by

: ©)ryane s
INFN (] s 6 scdsncd s Burops
hadronTherapy fC == _ l e
- |f'-:q curve - protans 1000000 - Grid Jab_|
§ " f*i

nnnnnnnnnn
mmmmm
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GATE example

Enabling Grids for E-sciencE
¥ Welcome to the GENIUS INFN GRID Portal - Mozilla -0 X
. File Edit View Go Bookmarks Tools Window Help

A‘ @ Q @ @ [|q¢ https://grid-tutor.ct.infn.it/ ml d%‘za

. 4 Home [JBookmarks % Red Hat, Inc. % Red Hat Network EJSuppert E3Shop £JProducts EdTraining

&) tngwirame coce

, N F N ? E "us E-science in Europe
L/ Istitute Nazianale T ;}#

di Fisica Nucleare

Grid Enabled web eNvironment for site Independent User job Submission
Jobs Services

up

B Johs Settings

Jobs Submission

Jobs Queue

RLS: GILDA Y our Data

Directory contents - tmpl1100001761583.ef/gate_job_list_20041109_12:
hall RelDoseTree.gif (GIF Image, 606x302 pixels) - Mozilla

| e e @ @ [|'§> https:ngid-tutﬂr.ct.infn.iUeffdmunIaadeelDaseﬁ|

ResuliTOT|[2_1* |

GATE job data ) ) -
ioreio lof| [scdoses Relatives Plan y=5.0 mmr 1=m|uadmu Relatives Plan y=2 5 mm | [Imcdomes Relrtives Plan 4=t mm | —
s e LT . TR [ AB W ]
e RelDoseTy 10:—--%--;7 100 10F-— : gt - e I L1 = Vs i
e \ 1 E - : i Jsn Al E
EnginFrame 3.2 _ it % L A _"'-* ®
compliant with b i T 3
LCG2 e i At 4p 1; Sl O LR gl oo gt
S e O S AL SN I N % ______ =
GRID.IT s e T e ey G e
L Il 1 1 1 1 1

| BRI
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The GILDA User Interface Plug&Play combined

e ee (https://gilda.ct.infn.it/UIPnPcomb/)

Enabling Grids for E-sciencE

¥ GILDA Live U] - Mozilla
. Filz Edit View Go Bookmarks Tools Window Help

QLW

4% Home ] FlBookmarks 5 Webmal 5 Tiscali Mail S Missioni % OFferte S Ordini S Fastweb %% Mozila.org

IM https: figilda. ck.infn.it/UIPRPComb)

b

’NFN Siissesace 1 : - Enabling Grids

for E-scienck
GRID

~ .
l HOME ! l TESTEED !&m"m i Nm@—@marumn}luwmmmi scomnc-rs !

¥ Grid tutorials
¥ GILDA Poster
» Video tutorials PnP

» Live User Interface GILDA User interfaces Piug & Piay
¥ User Interface PnP 3
¥ |nstructions for users

» |nstructions for sit

i GILDA USER INTERFACE PLUG & PLAY
» s

»u':zszt’srfaﬁsﬁcs (LCG AND GLITE

» Old Usage Statistics ee—— —

The GILDA User Interface Flug & Flay tarball contains all the necessary software to
searmlessly twrn your Linux PC into a maching from you can access and use the
GILDA dissermination grid realized in the context of both the ltalian [INFMN Grid
Project and the European EGEE Project. The installation procedure installs the
User Interface in the user direcrory so ne root privilege is required. This User
Interface is based both on IMNFIMN Grid 2.4.0 (fully compatible with LCG 2.4.0) and
glite |1,

£
i i i II i i Fid :toiied. iii"i




The GILDA Live User Interface

(https:/igilda.ct.infn.it/live-cd/)

E=EX
o File Edit Yiew Go ﬁook!'narks Toals Wiljdow Help

Q @ @ @ | [M https: ffgilda. ct.infn.itflive-cd/?a {"’l @ [Q;mm ] dga

. & Home | ETBookmatks % Webmal % Missioni - Offerte %y Ordini % Fastweb RM % Mozila.org

Enabling Grids for E-sciencE

“nabling Crids
for E-scienc!

2 L/")):

_INFN

¥ Grid tutorials
» GILDA Poster
» Video tutorials

¥ Live User Interface -3 User Interface
» User Interface PnP Fhard Dl

i el 8 & nabling Crids
el GILDA LIVE USER INTERFACE L for E-soiehe
» Sponsors The GILDA Live User lnterfoce DVD contains all the necessary soft F‘Q&E I LDn LISEI' I nt EI‘FEEE /)

» Usage Statistic.s ; and use the GILDA dissermination grid realized. in the context of by z 'NFN -
e e e e e a00 iy o wemP-1 TR 1.1 @nd LEG 2.4 s

LCiG 24.0) and glite |1 on Knoppix 3.6,

. _I/'j)'
INFN
SYSTEM REQUIREMENTS Ctrip

The Grid middleware installed on the GILDA testbed and, then, on

Mo B e o |

INFSO-RI-508833 0




e The GILDA Tutorials/Demonstrations (1/2)

(https://gilda.ct.infn.it/tutorials.html)

Edinburgh, 7 April 2004, slides, pictures CERN, 13 January 2005, agenda

Tunis, 22-23 April 2004, pictures Torino, 18-19 January 2005, home page, agenda

Edinburgh, 26-28 April 2004, slides, pictures CERN, 20 January 2005, agenda

CERN, 17-19 May 2004, pictures CERN, 2-4 February 2005, agenda

Catania, 24-25 May 2004, home page, pictures Roma, 3 February 2005, home page, agenda, pictures

Dubna, 29 June - 2 July 2004, agenda Sydney, 3-4 February 2005, home page

Edinburgh, 6 July 2004, home page CERN, 9-11 February 2005, agenda

Catania, 14-16 July 2004, home page, pictures Amsterdam, 14-16 February 2005, home page

Vico Equense, 19 July 2004, slides, pictures Trento, 23-25 February 2005, home page, agenda

Vico Equense, 6-10 September 2004, home page Amsterdam, 28 February - 1 March 2005, home page

Catania, 4-8 October 2004, home page, agenda Julich, 9 March 2005,

Vilnius, 5-6 October 2004, agenda Clermont-Ferrand, 9-31 March 2005, agenda

London, 6 October 2004 Vienna, March-August 2005

Madrid, 6-7 October 2004, agenda Hamburg, 23-24 March 2005, home page, agenda

Heidelberg, 11-14 October 2004 Ula-Merida, 31 March-1 April 2005, agenda

CERN, 16 October 2004 Zilina, 4 April 2005, home page and agenda

Prague 26 october 2004, home page Edinburgh, 9-13 May 2005, home page and agenda

Warsaw, 4-6 November 2004 home page, agenda St.Augustin,25 May 2005, home page and agenda

Lyon, 9- 10 November 2004, agenda Catania, 13-15 June 2005, home page, agenda, pictures

The Hague, 15-17 November 2004, pictures Valencia, 14-16 June 2005, home page, agenda

Merida, 15-20 November 2004, home page, agenda, Lyon, 17 June 2005, home page and agenda

slides, pictures Bratislava, 27-30 June 2005, agenda

Tunis, 20 November 2004 Karlsruhe, 8 July 2005, home page and agenda

Rio de Janeiro, 22-23 November 2004, home page, Vico Equense 10-22 JuIy 2005, home page, agenda

agenda, pictures Budapest, 11-16 July 2005, home page, agenda

The Hague, 24 November 2004, agenda Clermont-Ferrand, 25-27 July 2005, home page, agenda

CERN, 29-30 November 2004, agenda Madrid, 26-27 July 2005, home page, agenda

Kosice, 30 November - 1 December 2004, agenda Swansea, 6 August 2005, home page and agenda

Tunis, 6-7 December 2004 Taipei, 22-23 August 2005, home page and agenda

Bochum, 7-10 December 2004, home page, agenda CERN, 24 August 2005, home page and agenda

Edinburgh, 8 December 2004, home page Tokyo, 25-26 August 2005, home page and agenda

Istanbul, 9-10 December 2004, agenda, slides, pictures Seoul, 29-30 August 2005, home page and agenda

Shanghai, 9-10 December 2004, agenda Clermont-Ferrand, 05-07 September 2005, home page,

Aurillac, 13-14 December 2004 agenda

Prague, 16 December 2004, home page, pictures Lausanne, 5-9 September 2005, home page and agenda

Tel Aviv, 22-23 December 2004, agenda, pictures Saint-Malo, 12-15 September 2005, home page, agenda
Karlsruhe, 26-30 September 2005, home page, agenda
Raanana, 28-29 September 2005, home page, agenda
London, 6 October 2005, home page and agenda
Sophia Antipolis, 10-14 October 2005, home page,

aienda



The GILDA Tutorials/Demonstrations (2/2)
(https://gilda.ct.infn.it/tutorials.html)

Enabling Grids for E-sciencE
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The GILDA Video Tutorials
e ee (https:/lgilda.ct.infn.it/video.html)

. File Edit Wiew Go Bookmarks Tools  ‘Window  Help
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2 Ef numomrﬂ %anmznnod ?:}GRIDTUTOR ] E MONITORING 1 E CONTACTS ]

The INFN Giid Video

TESTBED

W Grid tutorials - Real stream. (v-:uic.e i.n. itfﬂia.n_. faster but luw.er qual.it_v).
Y GILDA Poste - MPEG movie (voice m italian, slower but lugher quality, 6200NB!)
» Video tutorials > How to join GILDA

Ve O ace - Real stream (faster but lower quality)
W User Interface PnP % - Flash movie {slower but higher quality)
» Instructions for users
¥ Instructions for sites
» Useful links

Certificate: conversion and mampulation
- Real stream (faster but lower quality)
- Flash movie {slower but higher quality)

: Sponsors o The GILDA Grid Demonstrator
Usage Statlstlc.s ) - Real stream (faster but lower quality)
» 0ld Usage Statistics - Flash movie (slower but higher quality)

The GILDA Grid Tutor: how to install it
- Real stream (faster but lower quality)
- Flash movie {slower but higher quality)

The GILDA Grid Tutor: how to use 1t
- Real stream (faster but lower quality)
- Flash movie {slower but higher quality)
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GILDA summary numbers

Enabling Grids for E-sciencE

15 sites in 3 continents
> 2000 certificates issued, 15% renewed at least once
> 50 tutorials and demos performed in 15 months

> 50 jobs/day on the average
Job success rate above 80%
> 750,000 hits (> 40,000 visits) on (of) the web site from 10’s

of different countries

> 0.5 TB of videos and Ul's
downloaded from the web site
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Training achievements

Enabling Grids for E-sciencE

No of studerts Total attendance at courses
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EGEE-NA4 Applications and GILDA

Enabling Grids for E-sciencE

« 7 Virtual Organizations supported:
— Biomedicine (Biomed)
— Earth Science Academy (ESR)
— Earth Science Industry (CGG)
— Astroparticle Physics (MAGIC)
— Computational Chemistry (GEMS)
— Grid Search Engines (GRACE)
— Astrophysics (PLANCK)

 Development of complete interfaces with GENIUS for 3 Biomed
Applications: GATE, hadronTherapy, and Friction/Arlecore

 Development of complete interfaces with GENIUS for 4 Generic
Applications: EGEODE (CGG), MAGIC, GEMS, and CODESA-3D
(ESR) (successfull demos of EGEODE and GEMS at EGEE review)

 Development of complete interfaces with GENIUS for 16
demonstrative applications available on the GILDA Grid
Demonstrator (https://grid-demo.ct.infn.it)

 Development of complete interface with CLI for NEMO




C Summary and conclusions

Enabling Grids for E-sciencE

The EGEE middleware:
|s exiting prototyping phase and entering real production phase (LHC first
real data are only 2 years away from now!)
Implements a full and complete stack of grid services that can be used all
together or separately at user’s discretion

Closely follow the standardization process going in GGF and other for a
GILDA is a real virtual laboratory for dissemination of grid computing:

It is a “de facto” standard t-Infrastructure adopted both by EGEE and
some forthcoming EU-FP6 projects (EELA, EUCHINAGRID,
EUMEDGRID, ICEAGE)

It is a complete suite of grid elements (test-bed, CA, VO, monitoring
system, web portal, live user interface, user interface plug&play) and
applications fully dedicated to dissemination purposes and pre-porting
of new applications to EGEE Infrastructure

GILDA runs latest production (stable) version of both the LCG grid
middleware but it is also early adopting gLite in order to make the
transition to the new middleware smoother and easier
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