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Tiered data flow → SC3 goal

Main output of SC3:

Data transfer and data serving infrastructure known to work for realistic use
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Qualitative SC3 goals (throughput phase)

● Overview of throughput exercise:
− Throughput from CERN Tier-0 disk to disk and tape at Tier-1's

− Fan out transfers to selected Tier-2's, same data but less of it

− Target: transfer and storage systems work and are tuned
● Using real CMS files and production systems (or to-be production)
● Sustained operation at required throughput without significant operational 

interference / maintenance

● Concretely
− Part 1: Data from disk buffer at CERN first to Tier-1/2 disks

● Tier-2's will be subscribed subset of the data going to Tier-1's
● Data to Tier-2's are routed via Tier-1's

− Part 2: Same, but data goes to tape at Tier-1s

− Transfers managed by PhEDEx

− Files registered to local file catalogue

− Sufficient monitoring
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Quantitative SC3 goals (throughput phase)

● Rates defined:

– T0 disk to T1 disk     150 MB/s sustained

– T0 disk to T1 tape   60 MB/s sustained

– T1 disk/tape to T2 disk     ? MB/s sustained

– T2 disk to T1 disk      < 1 MB/s sustained

– Suggested informally 30 MB/s T1 to T2 if bandwidth is available

● Service quality:
– Transfer failures should have no significant impact on rate

– Transfer failures < 0.1% of files more than 5

– Catalogue failures after transfer < 0.1% of files

– File migration to tapes (keep up with transfers)
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Service challenge 3 results

● Job submission status (slides)

● Data transfers in throughput phase:

– Micro participation with PhEDEx

– GridKa (T1) ↔ DESY (T2) established

– CERN (T0) → GridKa (T1)

– sustained rates: ~ 60 MB/s

– peak rates: 100 MB/s

– Monitoring (slides):
● Replica state
● Data transfers
● Transfer quality
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SC3 job submission status I

Actual status:
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SC3 job submission status II

Average success over time:
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Data transfers T1 → T2 → T1 in SC3

GridKa / DESY: 

● Data export 
from GridKa to DESY

● Site services:

– Storage: 
dCache/SRM 
(+ tape at DESY)

– Transfers: 
PhEDEx/SRM (srmcp)

– File catalogue: 
POOL, MySQL

T0

T1 upload
(disk)

T1 disk

T2 disk T2 diskT2 disk

T1 tape
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HEP data replication, PhEDEx workflow

management at
block level

File 1

File n

mass storage A

.. File 1

File n

mass storage B

..disk
buffer

A B

disk
buffer

stage on disk

WAN transfer

migrate to tapevalidate transfer

file level operations

monitoring

find closest
replica



10FZK T1-T2 workshopAnja Vest October 2005

SC3: PhEDEx component status
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SC3: PhEDEx replica status
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SC3: PhEDEx data transfers

week-end

week-endweek-end

Throughput (MB/s) in the last 30 days:
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SC3: PhEDEx data transfers

Data transferred (TB) in the last 30 days:

week-end

week-endweek-end
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SC3: PhEDEx transfer quality

Attempted transfers in the last 14 days:
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SC3: PhEDEx transfer quality

week-end

Completed transfers in the last 14 days:
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SC3: PhEDEx transfer quality

Completed transfers
Attempted transfers in the last 14 days:
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Non SC3 CMS activities at GridKa

Support for PTDR analyses has highest priority until April 2006!

● Grid based user analyses

– at FZK for a long time

– at DESY for a short time

● “Custodial responsibility” of GridKa: 
(CMS computing model)

dCache based servicing of ~ 10 – 20 TB data volume

● Presently working on GridKa (T1) ↔ FNAL (T1) data transfers

● CMS Monte Carlo production:
running again very efficiently since ~July
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CMS user statistic at GridKa

Example for user statistic at GridKa (grid based and local):

2005-10-09 - 2005-10-15
USER STATISTIC:
=========================================================================
user     |  group   |  #jobs |          WaitTime  [hours]                
         |          |        |       sum       min       ave        max  
-------------------------------------------------------------------------
cms001   | cms      |     26 |     12.09      0.00      0.46      10.09  
cms002   | cms      |     55 |      1.70      0.00      0.03       0.22  
cms004   | cms      |     10 |      2.56      0.00      0.26       2.41  
cms005   | cms      |    960 |    266.65      0.00      0.28       3.07  
cms007   | cms      |      1 |      0.03      0.03      0.03       0.03  
cms008   | cms      |    260 |    486.95      0.00      1.87      47.62  
cms009   | cms      |     30 |      8.86      0.01      0.30       7.41  
cmsadmin | cms      |   2417 |   4894.61      0.00      2.03      28.20  
cmssgm   | cms      |      5 |      0.09      0.01      0.02       0.03  
jfernan  | cms      |     95 |     10.72      0.00      0.11       1.41  
schmidt  | cms      |    418 |   1144.93      0.06      2.74       6.14  
zhukov   | cms      |     72 |      9.33      0.01      0.13       0.52  
========================================================================= 
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CMS Monte Carlo production at GridKa

● LCG based MC production at a huge scale:
~ 100 M events worldwide

● At GridKa:
MC production (local) 
of ~ 5 – 10 % of all events

– ~ 8 M events produced 
in less than 4 months

– 9 M events assigned 
yesterday

– 4 – 5 M events produced 
in first part of SC3

– local MC production 
changes to LCG based 
MC production in SC4 

● MC production partially
at T2's in SC4

dCache update
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Summary

● Data transfers GridKa (T1) ↔ DESY (T2) established 
with max. 100 MB/s

● Transfers CERN (T0) to GridKa (T1) dCache/disk done (~ 100 MB/s)
Transfers CERN (T0) to GridKa (T1) dCache/tape ready in SC3 
service phase

● CMS achieved no sustained stable transfer rate of good quality due 
to technical problems, e.g. with CASTOR

● SC3 service phase running

● Non SC3 activities at GridKa:

– Working on data transfers GridKa (T1) ↔ FNAL (T1)

– Users are running grid based analyses

– MC production restarted at high speed since ~July

● Next step: SC4
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SC3 results

Backup slides
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PhEDEx transfer rate
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SC3 PhEDEx data transfers


