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SC3 - Experiments Experiences
Nick Brook

In chronological order:
ALICE

CMS

LHCb

ATLAS
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Alice Physics Data Challenge ‘05 - goals

+ PDCO5 : Test and validation of the remaining
parts of the ALICE Offline computing model:
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Alice Physics Data Challenge ‘05 - goals

- Data production:

* Phase 1 - Production of events on the GRID, storage at CERN and
at T2s.

* Phase 2 ( synchronized with SC3) - Pass 1 reconstruction at CERN,
push data from CERN to T1's, Pass 2 reconstruction at Tls with
calibration and storage:

- Phase 2 (throughput phase of SC3) - how fast the data can pushed out

* Phase 3 - Analysis of data (batch) and interactive analysis with
PROOF
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Methods of operation
Use LCG/EGEE SC3 baseline services:

Run entirely on LCG resources:

Require approximately 1400 CPUs (but would like to

have as much as possible) and 80 TB of storage capacity
List of active SC3 sites for ALICE:
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Status of production

+ Setup and operational status of VO-boxes
framework:

* Good collaboration with IT- GD/FIO groups with
the installation and operations ...

+ ...and to the site administrators for making the VO-
boxes available

» Setup and status of storage:
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Running Jobs

24 hours of operation
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Physics Data Challenge

- Tls provide the required services and the announced
resources

* Good cooperation with LCG and all the major Tls
management

- A 10 days statistics (starting phase) ~ 8000 jobs done

LCG France - Dec'05




ALICE plans:
* File replication with FTS:

* Re-processing of data with calibration at TO/T1:

* Analysis of produced data:
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CMS SC3 Goals and Operations

Integration test of data transfer and data serving infrastructure

+ Test end-to-end system of CMS-specific and LCG services

* Focused validation of data storage, transfer and serving infrastructure, plus
required workload components: job submission, resource broker etc.

Test complexity built up in three major steps over 2005

+ Tier-0 (simulated) raw/reco data —> Tier-1
« Tier-1 skim production —> Tier-2s for skim analysis:;
- Tier-2 MC production data —>Tier-1

Involve a significant number of Tier 1 and Tier 2 sites
- CERN +all 7 CMS Tier 1s: ASGC, CNAF, FNAL, FZK, IN2P3, PIC, RAL

+ 13 Tier 2s: DESY (FZK); Bari, Legnaro (CNAF); CIEMAT+IFCA (PIC); NCU
(ASGC); Imperial (RAL); Caltech, Florida, Nebraska, Purdue, UCSD, Wisconsin
(FNAL); [Plus joining: SINP+ITEP]
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SC3 Operations

CMS central responsibilities

» Using underlying grid protocols srmcp, globus-url-copy and FTS
« Placing files through SRM on site storage based on Castor, dCache, DPM

* Using LCG RB (gdrb06.cern.ch ) and OSG Condor-G interfaces

* Fed from RGMA, MonALISA and site monitoring infrastructure

Site responsibilities (by CMS people at or "near” site)

* Data publishing, discovery: RefDB, PubDB, ValidationTools
» Site local file catalogues: POOL XML, POOL MySQL
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Service Phase T Results >
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+ SC3 Phase I: transferred data and & processing jobs

Roughly as much as CMS has transferred in the last 12 months
Details on data transfer volumes and success rates in tables below

T1 Site | Vqume Quahty Hours Rate T2 Site EVqume Quality §Hours§ Rate
ASCC 101 MB/s Bari | . 51MB/s

________________________________________________________________________________________________________________________________

CNAF 96TBI 7% 514; 5.4 MB/s Caltech | 22TB: 0% 666; 1.0MB/s
FNAL | 470TB.  39%: 1060  12.9 MBIs DESY | 35TB; 1% 378 27MBIs
FZK | 9 8TBZ3%64644MB/S Florida 3.0TB: 24% ! 204 4.3 MB/s

------------------ e Y | egnaro 36TB.  90% 82| 12.8MBIs

! o/ ! ! . : :
NP3 1278 k300 1rvies RS s R B

PIC 31TBi  32%: 120, 7.5MB/s

RAL . 68TB  14% 425 47MBJs

____________________________________________________________________

————————————————————————————————————————————————————————————————————

————————————————————————————————————————————————————————————————————

Nebraska | 13.8 TB! 4% 682 5.9MB/s

'''''''''''''''''''''''''''''''''''''''''''''''''''''''''

Purdue 6.5TB ! 12%: 223 8.5MBIs

____________________________________________________________________

Spain i 1418, 99%; 48 85MBIs

ucsp | 19TB;  83%; 104, 53MBIs
Wisconsin

Quality = Successful transfers vs. those started
Hours = Number of hours with successful transfers
Rate = Volume / Hours
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PhEDEx Data Transfers By Day
SC3 Transfers Hatching ‘T1’, 2885-11-89 89:58 GHT
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PhEDEx Transfer Quality By Day
SC3 Transfer Quality Hatching ‘T1’, 2885-11-89 89:46 GHT

T Stage e
wmsse | Transfers were balanced
- across several sites,

. throughput was healthy
and error rate modest for
about 5 days out of 50.

T1_INZP3_Buffer

T1_FZK_Buffer

T1_FNAL_Buffer

Daily aggregate rate from

T1_CNAF_Buffer

T1_ASCC_Buffer

Fraction of Conpleted Transfers vs, Attenpted
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= | at 90 MBI/s.
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Throughput {HB/s)

Fraction of Conpleted Transfers vs, Attenpted

PhEDEx Data Transfers By Day
SC3 Transfers Hatching ‘T27, 2885-11-89 89:49 GHT
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PhEDEx Transfer Quality By Day
SC3 Transfer Quality Hatching ‘727, 2885-11-89 89:47 GHT
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Summary of Experiences

* Months of intense debugging is beginning fo bear fruit =

* Many services inefficiencies became apparent during challenge period
- De-scoped to debugging pieces that did not work as expected.

» Lessons learned and principal concerns

» Looking forward to improvements with new system
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SC3 Aims

* Phase 1. (Data Moving)

- Demonstrate Data Management to meet the
requirements of the Computing Model

- Planned: October-November

* Phase 2: (Data Processing)
- Demonstrate the full data processing sequence in real

Time
- Demonstrate full integration of the Data and
Workload Management subsystems

- Planned: mid-November + December
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L HCb Architecture

for using FTS

File (Replica)
Catalog

- FTS+TransferAgent+

Reques’rD B Transfer
Agent

Transfer
Manager
Interface
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LCG

File
Transfer
Service

v

Transfer network

e TierO SE

Tier1 SE A
Tier1 SEB

s Tierl SEC

21



Phase 1
- Distribute stripped data TierO —Tierl's (1-week). 1TB
=  The goal is o demonstrate the basic tools

Distribute data TierO — Tierl's (2-week). 8 TB
The data are already accumulated at CERN
The data are moved to Tierl centres in parallel.
The goal is to demonstrate automatic tools for data moving

and bookkeeping and to achieve a reasonable performance of
the transfer operations

Removal of replicas (via LFN) from all Tier-1's

Tierl centre(s) to TierO and to other participating Tierl centers
= data are already accumulated
= data are moved to Tierl centres in parallel
=  (Goal to meet transfer need during stripping process
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Key T1-T1 Channel Status

T1 Site
SARA

iy vk TS Server
Channel Management F1S Server
Manage Incoming
—-— Channels
>
RAL ll FZK
FTS Server FTS Server
Manage Incoming II. Manage Incoming
Channels Channels

IN2P3 CNAF

FTS being Configured — - FTS Server

No Incoming l Manage Incoming
Channels ) Channels

PIC
'
—— FTS central service for

Channels Managed . .
managing T1-T1 matrix
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Rate (MB/s)

LHCb SC3 Activity
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When service
& «—— rovemsosara  ——>gtqble - LHCb SC3

needs surpassed

CERN_Castor-Gen -> RAL_dCache
CERN_Castor-Gen -> PIC_Castor
CERN_Castor-Gen -> NIKHEF_dCache
CERN_Castor-Gen -> IN2P3_HPSS

M CERN_Castor-Gen -> GRIDKA_dCache
CERN_Castor-Gen -> CNAF_Castor

B CERN_Castor -> RAL_dCache-SC3
CERN_Castor -> PIC_Castor-SC3

B CERN_Castor -> NIKHEF_dCache-SC3
CERN_Castor -> IN2P3_HPSS-SC3
CERN_Castor -> GRIDKA_dCache-SC3

B CERN_Castor -> CNAF_Castor-SC3
CERN_Castor -> CNAF_Castor
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File Deletion

* TInitially (still) problematic as no single tool for
removal
- Implemented bulk operation of srm-adv-del

- Older dCache version give different behaviour

- B0k replicas removed in ~28 hours

- Physical removal time still high

- Bottleneck at LFC also increasing operation time
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Experiences...

FTS files per channel dramatically effects performance

Early October many problems with Castor2/FTS
interaction

Current not possible to transfer files from tape directly
with FTS

Pre-staged files to disk - ~60k files for transfer (~75k in
total: 10 TB)

Reliability of service increased markedly when ORACLE
server machine upgraded
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Experiences...
FTS failure problems

e FTS failed to issue an "advisory delete" after a failed

transfer
e Can't re-schedule transfer to dCache sites until an "advisory

delete” issued manually

LFC registration/query

* Moving to using "sessions” - remove authentication overhead

for each operation
* Under evaluation
* (another approach read-only insecure front-end for query

operations)

Good interaction with FTS, LFC, CASTOR-2 teams

Sites very supportive
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ATLAS SC3 goals

Exercise ATLAS data flow
Integration of data flow with the ATLAS Production System
Tier-0 exercise
"Distributed Production” exercise
- Will come afterwards

Concentrate on TierO dataflow exercise which is running
now!

- https://uimon.cern.ch/twiki/bin/view/Atlas/DDMSc3

- http://atlas-ddm-monitoring.web.cern.ch/atlas-ddm-monitoring/

- https://uimon.cern.ch/twiki/bin/view/Atlas/DDM
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ATLAS-SC3 TierQ

* Quasi-RAW data generated at CERN and
reconstruction jobs run at CERN

- "Raw data"” and the reconstructed ESD and AOD data
are replicated to Tier 1 sites using agents on the VO
Boxes at each site.

- Exercising use of CERN infrastructure ...

+ .. and the LCG Grid middleware ...

* ... and expt software
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Dataflow 2007

RAW

ESD (2x)

AODm (10x)

1 Hz
85K f/day
720 MB/s

RAW
ESD
AODmM
RAW
0.44 Hz
1.6 GB/file 37K /day
0.2 Hz 440 MB/
17K f/day S
320 MB/s
27 TB/day
>
0.4 Hz
190K f/daly
340 MB/s
RAW
AOD

2.24 Hz
170K f/day (temp)
20K f/day (perm

>

140 MB/s
ESD AQD AODm
0.5 GB/filg | 10 MB/file| | 500 MB/fl
0.2 Hz 2 Hz 0.04 Hz
17K f/day 170K f/day | 3.4K f/day
100 MB/s 20 MB/s 20 MB/s
8 TB/day 1.6 TB/day | 1.6 TB/da
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SC3 10%
challenge of
2007 rates

33



Snapshot of Activity

24h period: 1-2 December

MB/s

Transfers CERN - Tier 1 centres in the last 24 hours

Average throughput per hour

The current time at CERN is 18:15:00 Fri 02 Dec 2005
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achieved quite
good rate

(sustaining >80
MB/s to sites)
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Daily rates

Transfers CERN - Tier 1 centres
Average throughput per day

cclcgatlas.in2p3.fr M Icg.vo01.usatlas.bnl.gov
B mu10.matrix.sara.nl B ui01.atlas.cr.cnaf.infn.it
M vobox01.pic.es vobox.grid.sinica.edu.tw
120 vobox.triumf.ca

84/10 111 9/11 17711 25/11 3/12
Date
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SC3 experience in ‘production’ phase

There are 10 Tier 1 sites - have shipped data to 7 of
them

» Usually human errors and inefficiencies
The sites’ components are not in general reliable

Castor @ CERN gave some problems...

But the Grid middleware from LCG is stable and gives
good enough performance

+ Insummary the data transfer needs constant

babysitting - long way from fully functional Grids able
to handle data rates.

For details see
- https://uimon.cern.ch/twiki/bin/view/Atlas/DDMServiceChallenge3Progress
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SC3 experience in ‘production’ phase

More Tierls are now joining the exercise...

Transfers CERN - Tier 1 centres
Total cumulative data transferred

cclcgatlas.in2p3.fr M Icg.vo01.usatlas.bnl.gov
B mu10.matrix.sara.nl M ui01.atlas.cr.cnaf.infn.it
M vobox01.pic.es vobox.grid.sinica.edu.tw

80 vobox.triumf.ca

60

B

40

20

24/10 111 9/11 17/11 25/11 3/12
Date
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General view of SC3
ATLAS have 2 weeks left of the exercise

* try for 30% (210 MB/s throughput) or 40% (280 MB/s throughput)
ATLAS software seems to work as required

Met throughput targets at various points

Need to improve communication with sites
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General Summary of SC3 experiences

Extremely useful for shaking down sites, experiment systems & WLCG
* Many new components used for the 15" time in anger
* Need for additional functionality in services

Reliability seems to be the major issue
» CASTORZ - still ironing out problems, but big improvements
e Coordination issues
* Problems with sites and networks

FTS:
* For well-defined site/channels performs well after tuning
e Timeout problems dealing with accessing data from MSS
SRM:
« Limitations/ambiquity (already flagged) in functionality
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