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1. Description of the Spanish

ATLAS TIER-2
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Involvement of Spainin ATLAS.

P

ATLASPhysics NOW, it will be enlarged by
e UAM: Thetimethe LHC starts

— Construction of the ATLAS Electromagnetic Calorimeter

— ATLASPhysics: MC studies on Higgs production using 2 decays modes: 2
gammas and 4 leptons

e [FIC:
— Construction of the ATLAS Hadronic Calorimeter (TileCal)

— Construction of the ATLAS SCT-Fwd

— ATLASPhysics: b tagging algorithns for event selection; M C studies of
different process beyond SM ( Little Higgs and Extra Dimensions models)

 |FAE:

— Construction and Commissioning of ATLAS Hadronic Calorimeter
(TileCal)

— Development and Deployment of the ATLASthird level trigger (Event
Filter Farm)

— ATLASPhysics: TileCal Calibration, Reconstruction and Calibration of
Jet/Tau/Missing Transver se Energy, neutral and charged Higgs Sear ch)
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» Protected power
I.EA_E = with UPS 220 kVA .
2 e Diesd Power
Generator 500 kV
 Castor Robhotic
storage

* |nternal and external
Gigabit Ethernet
Infrastructure

The bbmputer nodes and
the diskswill be hosted in

racksat thePIC e 16 servers WN
Computer room. Batch (29'2
. KSI2K)
|_ocation reserved for the
Atlas Tier-2 » 3serversfor
R services (10,2
KSI2K)
e DataDisk: 435
B
e UsarDisk:2'1
B
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Human resources of the Spanish ATLAS TIER-2

. UAI\/I Total FTE = 14 FTEs |
— José del Peso (PL) ° I FI C

— Juanjo Pardo

— Jorge | zquierdo — Jose Salt (PL and
Ry e Coordinator)
— Javier Sanchez (Tier-2
3FTE Operation Coordination)

— Mohammed K aci

e |FAE: — LuisMarch

— Andreu Pacheco (PL) — FaridaFass
— Xavier Espinal — Algandro Lamas
_ MireiaDosl| — Alvaro Fernandez
— Jordi Nadal — Eduardo Ros
— Hego Garaitogandia
AN TE 1 ERE




Added Value of the other GRID projects

- - - o R

e Participation in EU GRID Projects: DATAGRID (2001-
2004), CROSSGRI D (2002-2005) , EGEE (2004-2006) hav e
been very useful for the development of GRID technologies

e EGEE and LCG (LHC Computing GRID) projectsare
strongly coupled and they provide complementary visions of
a given problem

e HEP groupshave aleadership rolein several GRID and e
Science initiatives ( in particular at national and autonomical
levels)

EGEE = Enabling GRID Computing for E-Sciencein
Europe (Elsewhere)




2. Activitiesat the ATLASTIER-2

(asit was presented to the HEP Commission)

Calibration of Had. Cal.

CHC

Har dwar e Support

Distributed Analysis

EF

DA

Event Filter

User Support

GRID Services

TIER2 Operation

Fabric Mangement Support

SEP FMS

Simulated Event Production

TIER2 Resource

Optimization
Experiment Software -
Support

I .. ...
= =
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TIER-2 Operation Manager ? T20P
N

Responsible of the Overall Coordination of TIER-2

Design and development of the technical specification
and policiesto ensure thedistributed TIER-2 will be
seen asan unique virtual TIER-2

Technical link with the TIER-1's Constellation

Coordination

— Processing and storage resour cesin order to achieve an efficient and
optimal operation of individual centers (fault-tolerance,response
Speed, etc)

— Global policies of security and access

— Establishment of global monitoring tools and policiesto obtain usage
metrics, estability of TIER-2

— Usage statistics and QoS to the responsibles of the project
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S S S e

* Synergy with EGEE project: IFIC isresponsible of the HELPDESK ROC-
SWE (South-West federation of EGEE project, hosted by CSIC-IFIC):
— Receiving 5-10 tickets/week
— Ashelpdesk we give support for (=expertise groups):

» Basicinfrastucture, testbed/preproduction. Gris Services, MW
deployment,Monitoring, User support, CA, VO

» Helpdesk isworking and in _ [ SPAINTIER-2 USER SUPPORT |

particular it can be used as Environment for
Tier-2 Hel pdeSk To be used mmm Fabric Management

by ‘Power Users' ( personnel -

of TIER-2 & TIER-3)

Courses for GRID Services
It reamains to establish the

| nternal User support
( Analysis Physicists = Tier-2
end-users)

Documentation FAQ Ticketing System
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Fabric management Support FMS

Asthe configuration of different clustersin aGRID is
correlated, a mistake may affect the correct operation of the
whole GRID. A tool for automatic installation and
configuration has been developed: QUATTOR

UAM Group hasplayed a pivotal role goal of the activity:
maintain the high perfor mance standards of QUATTOR,
mandatory for thereliable operation of the GRID

Work needed:
a)further development of QUATTOR for a correct operation of
the GRID on thefinal ATLASTIER-2
D) to give support tothe TIER-2 and other sitesin what
QUATTOR administration is concer ned
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Production of Simulated Events using GRID PSE

= Main objective. To validate the computing Model by
performing the so-called Data Challenges/Service Challenges
for the Production of MC events.

= |nvolvement: participation in DC1, DC2, DC3 and CSC of
ATLAS (2002-2006) :
= |n DC2, first timetheexercise
was done using the GRID features,
» |FIC hascontributed with
resources (RB, BDI I, proxy server) ;
and running LEXOR (executor) instances”
= Participation in the Rome Production ...
( for the Physics wor kshop- June 2005)
» Good levels of contribution within
LCG (about 6-8%); in CSC, IFIC
Isin thetop 20
* |mportant participation in SC4:

194 CG

datatransfers, MC production , DA,...) Spanish Contribution = 22%
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Number of Finished Jobs
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Distributed Analysis System based in GRID DAG

- T e i e B ——

 Main Goal of TIER-2: to provide the fundamental infrastructure which
enablesthe physicist to perform the Physics Analysis activities

» Data Analysiswill have 2 components:

e ‘public activity’, scheduled activity run through the working groups,
preparing datasets, etc; jobs involved would be developed at TIER-2
sites using small sub-samples. The needs corresponding to this activity
has been evaluated in the ATLAS Computing Model Report.

e ‘private activity’, analysisrun by individuals: typically direct
analysisof AOD and production of private smulations.

Also DPD and subsamples of ESD may be readout by some users.
Averageresources needed: 1.5 KSI2K/user and 1.5 TB/user.These
resources are denoted as TIER-3

Number of analysts potential users of the system: 40 phys
|FAE: 15 physicists, UAM: 10 physicists, IFIC: 15 physicists
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Distributed Analysis system is being developed with the aim to allow
ATLAS usersanalysisasdefined by the ATLAS Computing Model:

— Datafor analysiswill be available distributed on all Tier-1 and
Tier-2 centers (AOD, TAG, ESD and ROD)

— T1& T2areopen for analysisjobs

— Userswill send jobsto the data and extract relevant data (typically
NTuplesor similar)

ATLASsstrategy for distributed analysisin a heterogeneousgrid
environment has different approaches:

— Direct submission to GRID
e LCG = LCG/gLite Resource Broke and Condor G
« OSG - PANDA
e Nordugrid-> ARC Middleware

— Indirect submission to GRID

* Production System-> Seamlessaccesstoall ATLASgrid
I esour ces




Towardsa Tier2 Distributed Analysis facility

— Tobeabletorun jobson Tier2 facility, data are needed there.

— Distributed analysisis promoting data distribution over sites, and jobsare
sent to sitesto analyze the data

— work isin progressto completethe“ collection” of data and achieve equal
distribution between sites

— Disk-only area of 4 TB capacitieswas put in place and dedicated storage
endpointswerecreated at IFIC Tier2.

— ATLASTZ2iscontributing in the implementation of job priorities and
short queues:

— Short queue/CE for analysisjobs
— VOMSattributeto separate production from analysis

— ATLASTIER 2isparticipating in the DA prototype system
together with CERN and NIKHEF




3.- Conclusons & Comments

« TheATLASdistributed TIER-2 isconceived as an Infrastructure for
High Energy Physics, for ATLAS, and itsgoal isto give the possibility
of doing physics Analysis by Spanish physicistsworking in ATLAS
experiment (UAM, IFAE and IFIC)

o Aspectsto be covered:

— Tooperatethe TIER-2 infrastructure efficiently
— To produce smulated events
* |n an official way

e On demand (the GRID system isadequateto transform classical
organizationsin ‘on demand’ organizations)

— Distributed Analysison the GRID

— Calibration and alignment of detectors

— Interactiveand ‘private’ analysis (TIER-3)
o Graphics
* Ntupleanalysis
 EXpressanalysis

— Fault tolerance M etacenter

19



Progressin alot of Operational Issuesbut the Spanish ATLAS TIER-2 should
be seen asan ‘unique Virtual Infrastructure’ and thisisdifficult;

mor eover, Efficient Management and coordination iscrucial in a project of a
Federated Tier-2
— Tocoordinate of 3 sites geographically distributed, and

— Each site belongsto different institutions with different procedures and organization
(Universitiesand CSIC)

Coordination and Collaborative tools
— working meetings:
» Presential: 2times year , next in Madrid 5-6 October 2006
* By VRVS: 1TIER-2 Operation Meeting/ 2 weeks

— Twiki of theTier-2
» https://twiki.cer n.ch/twiki/bin/view/Atlas/SpanishTier2
— Maling list for information and project discussions

Theinvolvement in the ATLAS GRID Computing activities have had the
wished benefits:

— Totest the new features
— Tocontributein the Development / to validate procedures
— Tointeract with the ATLAS Computing teams

20




s Vrajor-worries:
— Readiness. | am have a positive fedling ...

— to get a Distributed Analysis System as soon as
posible (short term)

— tomovethephysicistsend userstothe GRID
Framework (short term)
e Our end-users (the ATLAS physicists) are joining.
Problems:

— To give User Support within the TIER-2

— To get ahigh profit of the infrastructure and of the site
redundacy due to the distributed of our TIER-2

— sustainability of the TIER-2 along the year s of
the ‘experiment’slife’, mainly for the Human
Resour ces ( medium term)
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