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I
Work In progress: Improving Tier-1 plans

e The plans should include
o Clear capacity and performance availability at key dates
Service challenges and future LCG services
o« CPU, Disks, Tapes, Network
Clear planning of installations and changes in the
services provided
» SRM 2.1, LFC, FTS, CE, RB, BDIl, RGMA, etc
Several steps needed to set-up equipment and service
o selection, procure, start install, end install, make operational
Include important infrastructure milestones that can be
show. stoppers, not only seftware and computers

* air conditioning, electrical werks, 24x7 operations support, on call
system, etc

o Plans should cover at least until end of 2006

A Almar LCG - CERN
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1 RAL v
15.01.06 Delivery of Site Edge Router 10Ghit Upgrade -
25
15.01.06] 4*6TE disk resource allocated to dteam in preperation far SC3 throughput test
26
. 15.01.06 On-Call System in Place
. 15.01.06 Airconditioning Capacity Upgrade Installed
15.01.06 dCache Upgraded to version 1.6.6 (SRM 1) Follow twa parallel tracks. dCache will continue to provide
production SRM until at least March 2007 but at some
29 point (possibly end 2008) will become read only.
w0 15.01.06 FTS Upgraded to latest release in arder to support srmcp Depends on timely FTS release
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15.02.06] dCache Upgraded to support SRM 2.1, (dCache continues to back end into Depends on receiving dCache SRM 2.1 on 15th January
RAL ADS tape system) and deploying 2-3 weeks later
32
o 15.02.06 30 Service Maoves to Production Hardware
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" 15.02.06 15t Disk and CPLU delivery
" 28.02.06 Mew Tape drives Installed Mot funded by Tier1 but available for test
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w 28.02.06 Order Tape Drives and Media for new Robot
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Reporting

Each project (site, area projects, experiment) provides a
guarterly report

o The QR will be lighter and more structured than in the
past. Each project leader to comment milestenes ofi the
quarter provided: by the PO :

past milestone with comments

outleok for coming milestones

comments on each milestone and action of the guarter
description of achievements and Issues

« Report to MB, If needed, by the PO

o Monthly reports to the MB with summary of main achievements
and decisions, hy the PO

A Almar LCG - CERN




QUARTERLY STATUS REPORT

Project Mare Diate

To befiled To b filed

Report Pericd Bigbor Mare
2005 04 To b filled

Milestores forthe Loatder

Status

Cormmernts

INZP31 15705 WOBoxes installed for the 4 LHC experiments
INZF32 153805 FTS 1.3 Installed
INZFZ2 11005 Start testing for preparing the purchase of compute nodes and disk senvers
INZPZ4 1.10.05 dCache production starts
dC ache disk 4 TH
INZFZ5 17 . 10.05 dChache expansion
dCache disk 19TH
INZF3E 17.10.05 LFC inztalled, tested and published in the IS
INZF37 17.10.05 SRM SE published in I35
INZP3E2 10005 FTS installed, tested. T1- T2= channeks created
INZFZ9 M ADCE wrootd disk space
xroot dizk 10 TB
IM2F3-10 201105 dChache expansion
dCache disk 30TH
INZF3-11 1205 0 7 177
IMZ2F3-12 M Az05 dChache expansion
dCache disk OTH
IMZ2F3-13 M AZ205 wrootd disk space
wroot disk 20 TH
IM2F3-14 . 1205 | Results from testing for preparing the purchase of compute nodes and disk
= W1
INZF3-15 1205 Ledicated netwod: lik to CERN of 10 Ghps insenvice
2006
040105 [ | 150 [ | &

Surnrary of Progress

Status of the project maior kel aohigvements, other work cormplated during the perioc

Outstandma Esues since Last Report




Surnrnary of Progress

Status of the project, maior kel aohigverments, aother waork cormalated during the perioo

Outstandng Esues since Last Report

Protierns encountered aho open 1550es.

Milestones Changes and & ctions

Correhts on the coming mestonegs, changes o the pian or adcifonal milestones.

References and Hyperlink =

Additional pertinent information fweb Inksl anc offier dociments that corntain yaeful detaliis on the status of profect.

Mile stormes for Next Quarter

Statie

Cormmerts

IM2F3-16 01.01.08 Start procurement of additional tape drives and tape servers
INZF3-17 01.01.06 Start evaluation for austomated cartridge librane upgrade
IMZ2F3-15 31.01.06 Compute nodes and disk servers purchase starts
SC4-1 31.04.06 SC4: All required soft warefor baseline serJoes deployed [for SRMZ.1 LFC, FTS, CE, RE, BOIl, RIGkA
IM2F3-13 220206 Camplete procurement of additional tape drives and tape senvers
INZ2F3-20 010405 Disk extar=ion to 50 TH

Forxrootd HPSS and dC ache

Commmerts and B oditicral Hfommation

Ay cther information oF cosmiment.

frprovaments o the termpiate oF othar aspects of the planning of the progct.




Planning Check List

The plans are gquite different in content and: level of detail

| will send to the contact people

» a “check list” of all different milestones that appear in some of
the plans

Sites send me back
o answer with the date in which it will be implemented
o Or If the milestones do not apply to them

All T1 sites maintain updated plans and provide guarterly
reports

112 sites can report on a veluntary basis

o Thiswill alse help ter understand how much (and which) T2 sites
are active and at which level they want to get involved.

A Almar LCG - CERN
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TIER-1 SITES CHECKLIST

CPU procurement (decisions, orders, start install, end install, operational)

Disk procurement (decisions, orders, start install, end install, operational)

end install, operational )

Tape procurement (robots, tape drives, tape servers, tape cartridges, decisions, orders, start install,

Metwork equipment (hardware, routers, hwi for connection to TO, hwi for connections to T2s, plan,
testing, operational)

Connection to T0 (deliver plan, begin testing, different tests, operational)

Connections to T2s (deliver plan, begin testing, different tests, operational)

Hurman resources (hiring, operational)

247 On-Call Systemin Place (definition of procedures, hiring, operational)

| nfrastructure work, electricity, airconditioning, safety, etc (begin work, operational)

v/ DBoxes installed (for each experiment, versions, installation, begin testing and operational)

LFC upgraded (versions, installation, testing, operational)

FT3S installed (version, when installed, operational)

SREM system Castor? or dCache (installation, testing, operational, future expansions)
i Iii |

[}

[«



Next Steps

Some sites send more infermation when their
internal planning/budget is clear

« Use the check list to see what Is missing

o 31 Jan 06: Send me updated plans

Preparation of the Quarterly reports
o 15 Jan 06: send me back the OR
¢« Review of the OR and summary for the MB and POB

More details on the services for SC4
e Exact list of what will be released and when
o Sites should plan the necessary infrastructure

» Will'be discussed with experiments, sites and development
projects in the next twoe weeks

o TJarget to have these details agreed by Mumbal workshoep

A Almar LCG - CERN
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Alllinformation Is available on the web

https://uimon.cern.ch/twiki/bin/view/LLCG/Planning

A Almar LCG - CERN
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Applications Area i CERN
LCG Phase 2 Plans and Schedule 2 Plans and Schedule
3
1] Date  |Milestones: Description and Verification Expected install capacity/performance St
4 Milestones: Description and Verification Pro
| 5 | D Date CPU [ Disk | WAN=>Disk | Tape | WAN=>Tape
ST 5 {kSI2K) [ {TB} | MBisec | {TB) | (MBisec)
5 DATA RECORDING
SPI1 31.12.05  |Provide th.e toals fu.r g.enerating CMT and SCRAM configurations from a comman generic DR-1 31.12.05 |Definition of T0 building blocks
;.Dr:ﬂ.gbuzgtmln E_‘:Si”pt'ntﬂ based DCT XMLﬁescnptmn files. Be able to update the web and The building blocks of the Tier0 Centre are defined, their perfarmance and their
istribution's kits fram the same description. T tablished (disk t tane dri dthe Cast
SPI-2 28.02.06 |Provide a web based "user discussion forum” service interfaced with Savannah. This new Isnoil:\rv\?;rgnzeacriiiii 2n|tshee (disk sarver, tape saner, tape drives and the Castor
service should allow projects and experiments to easily setup and manage discussion 8 ° . :
subjects. DR-2 31.12.05 |750 MB/s data recording demonstration at CERN
ROOT Data generatord disk O tape sustaining 750 MB/s for one week using the CASTOR 2
- - - - mass storage system. Internal milestone for DRC2.
00T 30.09.05 Makg avallgbl.e proto?ype.s addressing different topms far th.e SEAL+ROOT merge (Mlath lUse the building blacks to setup a system to run at 750 MB/s to tape for at least a
I|hlrar|e.s, Dictionary I|hrgr|es, etc.] such that detailed planning furthe experiments week, where 750 MB/s means the average over one week with a maximum of 4 periods
migration can be established. These prototypes should be available by the ROOT of a maximum af 12 h (each) where the speed drops below 700 ME/s (minimum 600
t00T-2 30.09.05 |Dernonstration of the new the Parallel ROOT facility (FROOF) in a cluster of 32 CPL's a MBs).
provided by CERMNAT. This new version of the systern should include asynchronous DR3 31.12.05 |T0 buffer performance of 500 MB/s
gueries, GUI session controller, interactive batch moda. Expand this system to the TO buffer setup. The disk pool would be filled by about 100
10073 30.09.06 |Demonstrate the pefarmance and robustness of the PROOF system on typical analysis streams and in parallel the data would be read by three different client systems
clusters of up to seweral 100 CPLU's under a typical multi-user load doing typical LHC final| | 4 {emulation of the T1 export, tape
data analysis on ESD and ADD data sets. DR5 28.02.06 |1.0 GB/s data recording demonstration at CERN
t00T4 | 31.12.05 |Finalization of the fitting and minimization application programming interfaces and Data generatord disk O tape sustaining 1.0 GB/s far one week using the CASTOR 2
integration of the new C++ implementation of Minuit in the ROOT release. 1 rass storage system and the new tape equipment. This is the internal milestone for
DR& 30.04.05 |TO buffer performance of 1 GB/s
100TS5 | 31.03.06 [The Python interface to ROOT (PyROOT) adapted to directly use the new C++ reflection | |12 Expand this to the TO buffer setup at 1 GB/s.
library (Reflex). This would awoid the intermediate software layers and additional DR3B 30.09.06 1.6 GB/s data rec.onlmg (le'“"“s_"?t"’“ at CERN
dependencies of t . e R i il s = P ASTOR 2
it ainability. B3 Microsoft Excel - Deployment_Area_Plan-20051215.xls Stone for
100TS6 30.04.06 |The ROOT C++infBd] Fle Edt Wiew Insert Formab  Tools Data  UWindow Help  Adobe PDF Type a question for help = 2 @ X
Applications will re . pro — — —
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Al - A& Deployment Area
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i Deployment Area ;
3 LCG Phase 2 Plans and Schedule
4 12/17:2005
10 Date Milestones: Description and Verification Status Notes Comments
Progress References Hyperlinks
. Dependent Milestones
g GRID DEPLOYMENT AREA
GD-1 31.10.05 |Operations monitoring metrics for EGEE grid agreed
EGEE metrics — scheduled to be agreed during the Fisa
conference
6
. GD-2 15.11.05 |SC4 detailed plan agreed {following November GDB}
A.Aimar ;
GD-5 30.11.05  |System and application tests for SC4 integrated in the Site
Functional Test (SFTI framework
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A1 - B Worldwide LHC Computing Grid - High Level Flanning for Phase 2
4 | E | C | [a] | E F
Worldwide LHC Computing Grid - High Level Planning for Phase 2
1511202
I Date Milestones Status Hotes Comments Coordina
Description and Verification Progress References Hyperlinks
Dependent Milestones
SC31 01.09.05 |Service Challenge 3: start of stable service phase Dane. Including at least 9 Tier-1 and 10 Tier-2 zites. J.=hiers
SC3-2 IA205  |Service Challenge 3 successfuf completetion of 5 Tier-1s and 5 Tier-2s must have achieved the following targets: J.zhiers
stable service phase (&) appropriste baseline services operational
SC3-3 280206 |Performance and throughput tests complete CERN-dizk = network = Tier-1-disk and tape. Goal iz to maintain for one week an  |J.Shiers
average aggregate throughput of 1 GBIE from disk at CERN to disk at the Tier-1s;
each Tier-1 capable of accepting 150 MBi=ec ta dizk and 50 MBizec to tape. All
Tier-1 sites must paricipate. At least 5 Tier-1s must satisty individual site
throuchiout aosl
OPH-1 MA205 |Tier-61 high-performance network operational st FMAL, SARA and IN2P3 O Foster
CERM and 3 Tier-1=.
DRC-2 HMA205 | T50 MB/s data recording demonstration at CERN: Data B Panzer
generatar = dizk = tape sustaining 750 MBis for ane week
uzing the CAZTOR 2 mass starage system.
2006
SC41 28.02.06 |All required software for baseline services deployed Lizt of wehat needs to be installed on each ste iz available. J Shiers
and operstional &t all Tier-12 and at least 20 Tier-2 sites
OPH-2 310306 |Tier-01 high-performance network operational at FRAL, SARA, IN2PS, TRIUMF, BML and CRAF. [ Faoster
CERM and & Tier-1=, st least 3 via GEANMT. Only CHAF on GEARNT.
SC4-3 280206 |Use cases and service level support defined for SC4 Defines in detail: J.zhiers
=C o workshop at CHEP - the SC4 success criteria for each Tier-1(=C4-57
-the LCG Services aperations (15-1).
CASA1 15.03.06 |Castor2 Readiness Review & Cass
SC3-4 3.03.06  |Al services on all Tier-1 sites monitored J.Ehiers
o T4 Y R Dranvneal aus awaillahilvhe lavale schacifiod in Aancs 2 Af I Chicrs
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