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e | The status of applications migration to

Enabling Grids for E-sciencE g L I te

» gLite offers new functionalities for user communities

« The migration of several existing applications to gLite has been
achieved (see demos)

— HEP Data Analysis prototypes (experiments + NA4/ARDA)
— Several biomed applications (Pharmacokinetics, CDSS, ...)
— Earth Science (Simulation of flooding)

- gLite was available for early deployment on the GILDA
infrastructure

« Using GILDA, gLite tutorials have been provided for several
hundred users



e gLite developments for HEP

Enabling Grids for E-sciencE

Experiment Task Forces

Developments have been based on task forces composed of NA4/ARDA
and experiment people. Each experiment task force has concentrated on
migrating key physics analysis system components into glLite

There has been synergy between the 4 experiment task forces, and non-
HEP applications have also benefited from these focussed efforts (e.g. see
work on metadata processing)

We show now some examples of key testing and migration
accomplishments..................
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eleleJe) Examples of HEP gLite migration

Enabling Grids for E-sciencE

NA4/ARDA prototype - converging on the
CMS CRAB data analysis system

Service challenge activity, analysis jobs,
productions jobs = CMS dashboard

Substantial user activity
ARDA and CRAB
~150k jobs/month

A Crabmon - Microsoft Internet Explorer

File  Edt wiew Favortes  Tools  Help

Qe - ) [¥] (B @b POscareh Slpraoies € (- 22 @ - JE @ 3

Addres [{€] http/femsaridweb.pa i i=-crabjessaidd.phe

CRAB-JOB-MONITORING

(work i progress)

I N N lstituto Nazionale
di Fisica Nucleare

Sezione di Perugia

TODAY : Thursday , 20 October , 17:12:07 CERN TIME Jobs submitted today : 366

Last :

1 1obs FROM :Wed Sep 21 2005 TO :Wed Oct 19 2005 Dataset
HSadE

6000] Rate

5000) D, h

] Done B Internet

INFSO-RI-508833

# of johs

workload manager loading %

286

258

cea

158

1@a@

1]

488
358
2|8
258
cea
158
1@8a

1]

Evaluations with ATLAS of the performance of
bulk submission with gLite WMS

Studied submission and dispatching rates with
parallel threads (ARDA/ATLAS TF)

Very nice and effective collaboration with JRA1
and experiments’ people:

x10 (Bulk submission)
x4 in matchmaking (improvements in the code)

Similar activities on other gLIte components
(catalogues, R-GMA)

UI prompt back (98 sec.?
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More HEP gLite developments

Enabling Grids for E-sciencE

Efficient data access integration: Metadata Services : Integrated
File catalogue ACL and fast data developments (AMGA) into gLite.
access via xrootd (ALICE prototype Used also by non-HEP. Demos by
). See SuperComputing 2005 Biomed and “Generic” at Pisa
- B L ) g "'l.}cc. S  Metadata: ARDA Implementation -
L2005 workshop W
' Prototype
Validate our ideas and expose a
Server A Server B Server C concrete example to interested parties
Authz Multiple back ends
«roold @*olbd rooid @‘olbd <rooid @‘()Ibd Currently: Oracle, PostgreSQL, SQLite,
MySQL
Dual front ends
TCP Streaming
roatd ﬂ Slbd SC)A(;‘:osen for performance
it Formal requirement of EGEE

) Goto Server Al Compare SOAP with TCP Streaming PEETES

Also implemented as standalone —
Authz Envelope is appended | —
tothe URL:

Python library P
Data stored on the file system

'root://<server>:<port>//home/dlice/myfile.root?

&authz=-----BEGIN......& VO=dlice&"

FC Service
File Catdlogue B

LFC @

[€]

Massimo Lamanna / CERN 15

Improved user access: GANGA
(ATLAS and LHCDb activities). Good
GridKA Schule, 30 September 2005 - 1 feedback and demo in Pisa
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NA4 biomedical gLite tests on the PPS

Enabling Grids for E-sciencE

PPS components tested: Weekly testing of WMS, FiReMan,
security related components (ACLs for file access), R-GMA

Other gLite testing
Site installation (v1.0, 1.1, 1.2 and 1.3)
Advanced data management on prototype testbed

Medical SRM DICOM Grid Catalogs
mager |~ MOM Trigge] > | [ File Catalog
A (Fireman)
. Encryption
rl
Trigger: ElttelPu Keystore (Hydra)
Retrieve DICOM files . Metadata
from |mag.er._ | ngte IIO C&t&'Og (AMGA)
Register file in Fireman
ghgreygt[ii)sn client for data ﬁ ﬁ Client Library:
. . Lookup file through
E&g('ier Metadata in " MDM Client Library | Metadata (AMGA)
Use gLite EDS client for
: : data decryption
Appllcatlon Serve it up to the
Client application
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e ee All gLite Services are available
Enablina Grids for E-sciencE and teSted On GILDA

EF GILDA - Testbed - Mozilla E[@@

. File Edit View Go Eookmarks Tools ‘Window Help
| Q Q @ @ IM https:/fgilda. ct.infr.itfkestbed. htmlra :‘4| @ @gﬁﬁﬁﬂﬂl dhf;a |

- B Home| FIBookmarks % Webmail % Fastweb S Fastwieb RM %% Missioni S Offerte S Ordini S Mozilla.org “
o —a
— |- !
) St
’NFN —t R - i T i nabhng _riﬁs
- — —— e —

; - a— for E-scienc!
( - o - [ 2g8! RY for
S GRID Dissemination Acrivities
E' HOME ][ TESTBED ] &Sﬂﬂﬁgﬁ!ﬂfﬂé E\Fﬂﬂ%ﬁﬁ_mﬂgﬁml- -a_g}gmn TUTOR 1% MOMITORING ;—E CONTACTS E

LCG-2 Resource Broker (RB) grid013.ct.infn.it

¥ Grid tutorials LCG-2 Resource Broker (RE) skurut?. cesnet.cz

» GILDA Poster LCG-2 Resource Broker (RE) rb.be.itu edu.tr

» Video tutorials gLite Resource Braker (RE) glite-rh.ct.infn.it

W Live User Interface W Lite Resource Braker (RB glite-rb2. ct.infn. it

» User Interface PnP Infarmatian Index (BDI) qridd04 ct.infin it

» Instructions for users Backup Information Index (BDI) grid013. ct.infi. it

: Inathuebonaifor diles GILDA VO saner grid-vo_cnaf infn it 10383

Useful links < GILDA glite VOMS sener Cerome0 1 Ehafintiit 15008

» Sponsors GILDA ce Authar grid-dermo’.ct.infn. it: 56568

» Usage Statistics LOA, glite DGAS HLR grid-dermaol.ct.infn. it: 56567

» Old Usage Statistics GrdICE Monitoring System alifarm? . ct.infn.it: 50030
LCG-2 Replica Location Service (RLS) | grid003. ct.infn it =}

g the SerV|CeS LCG-2 File Catalog (LFC) Ife-gilda. ct.infr. it
Backup LCG-2 File Catalog (LFC) lfc-gilda.cerm.ch
?Lite FiReMan Catalog grid017 . ct.infr. it
gLite File Transfer/Flacement Ser fts.ct.infn.it:5443
Lite R-GMA server rgmasry.ct.infn.it: 5443
MyFroxy Semver grd001 . ct.infn. it
] Tl
[ G OF 1 &b o | ==
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e Capture of requirements and

Enabling Grids for E-sciencE aS S eS S m ent Of m I d d | eW are
The status at PM18

A database of requirements has been constructed by the Project Technical
Forum(PTF)

This database already contains >400 requirements

This database is populated by the scientific communities deploying applications on
EGEE and by the FP6 projects (eg Diligent, Seegrid,...)

The capture of requirements from FP5 projects

Several FP5 projects were granted access to the database (Grace,
Mammogrid)

But it has proved to be difficult to collect their requirements
No formalization of requirements
Projects finished

Requirements were collected mainly from the scientific communities (Crossgrid,
Datagrid)

The assessment of middleware w.r.t requirements

There is on-going work with JRA1 within the framework of the PTF and the TCG
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e The clarification of the true motivation of

USers

Enabling Grids for E-sciencE

An improved Memorandum of Understanding(MOU) between EGEE and
the scientific communities has been designed and implemented

Detailed SA1 questionnaire to evaluate the required resources
Regular phone conferences with the Operation Advisory Group

An improved application integration process is under design
Creation of lightweight ‘recognised’ VOs vs ‘supported’ Vos
Only ‘supported’ VOs will be asked to write an MOU
Decentralised integration vs centralised EGAAP-like approach

Initial deployment will be at regional level
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e The status of the MoUs with the generic

supported applications

Enabling Grids for E-sciencE

Actions | Comp | Magic | Planck Drug Egeode | ESR | Egrid | Fusion
Chem Discovery
MoU filled by OK OK OK OK Waiting OK Just Just
applications feedback started | started
SAl OK OK OK OK OK OK
questionnaire
SAl OK OK OK OK Pending OK
SA2 OK OK OK OK Pending OK
NA3 OK OK OK OK Pending OK
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e The status of generic applications

deployment on EGEE

Enabling Grids for E-sciencE

Applications accepted by the Project Executive Board(PEB)

Earth Science Research (Earth Observation, Hydrology, Climate)
Geophysics (Industry)

Computational Chemistry

Astrophysics (MAGIC and Planck collaborations)

Finance (EGRID)

New Applications recommended to the PEB by the EGEE Generic
Applications Advisory Panel (EGAAP)

Fusion (ITER)
Archaeology
EC projects (EELA, EUMEDGRID, EUCHINAGRID, BIOINFOGRID)
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The evaluation of user satisfaction

Enabling Grids for E-sciencE

First user survey at PM15
34 users filled a questionnaire available online

Complexity Indicators

Coallocation of cpus | J38%
Rapid turnaround | ]21%
Mpi | |21%

Direct access/control of running apps [ 115%

Cpu/real time |64%

Network connectivity ]26%

Temp. disk space J44%

network bandwidth J46%

real/swap memory [ J18%

security/privacy constraints | J44%

Access to external resources | ]36%

Evaluation of user satisfaction available in DNA4.3.2
good for user support
intermediate on grid services

critical on documentation (with the exception of system manuals which are well
appreciated)

Action: creation of the User information Group to address issues related to
documentation in the project

Next user survey at PM23
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The demonstration of the scientific benefits

Enabling Grids for E-sciencE Of th e EG E E g rl d

EGEE is necessary for scientific communities

Very large scale production of simulated data is essential for the
commissioning of the LHC experiments

Distribution of LHC data on the grid is required to manage the output flow
from the detectors

First grade scientific achievements impossible without EGEE
In silico drug discovery for neglected diseases

Other measurements of EGEE growing scientific impact

The number of users in the VOs related to NA4 activity has continued to grow
from ~500 at PM9 to ~1000 at PM18

More than 20 applications are deployed on the production infrastructure
More and more scientific communities are asking for collaboration with EGEE
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Large Scale Production on EGEE by several

HEP experiments

Enabling Grids for E-sciencE

*  Fundamental activity in the preparation of the
LHC experiments start up

— Physics and detector studies
— Computing systems commissioning

© Examples: ATLAS production evolution

ATLAS: 2004-2005

= Ran on 3 grids (2/3 of work on EGEE)

= Peaks of 10,000 jobs per day on EGEE i S LCaCiat Rome Production (mix of jobs)
= 200 CPU years in 2005 ; 45 TB data aLCG/0rigia
= Comprehensive analysis: see - Y
S.Campana et al., e-Science 2005, aid3
Melbourne, Australia 10000 oL
—  LHCb: 3 oo ol
= Peaks of 5,500 jobs/day on EGEE g Data Challenge 2
= 700 CPUlyears in 2005 ; 77 TBof data 3 sy (short jobs period)
— Aot of activity within non-LHC experiments soqp | Data Challenge 2 L H
(BaBar,CDF, D, ZEUS,H1) (long jobs period)
— More details in DNA4.3.2 o
0.




First biomedical data challenge: World-wide In

Silico Docking On Malaria (WISDOM)

Enabling Grids for E-sciencE

Domain distribution of Flexx run jobs

Significant biological parameters

two different molecular docking
applications (Autodock and FlexX)

about one million virtual ligands
selected

target proteins from the parasite
responsible for malaria

Significant numbers

Total of about 46 million ligands
docked in 6 weeks

1TB of data produced

Up 1000 computers in 15 countries
used simultaneously corresponding

to about 80 CPU years Discuss Data Challenge results

Average crunching factor ~600 Prepare next steps towards a malaria
Grid (EGEE-II, Embrace, Bioinfogrid)
Information: http://wisdom.eu-egee.fr

bg; 597 com; 1072

it; 3687 il; 263 gr; 2004

WISDOM open day
December 16th, 2005, Bonn (Germany)
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e ee Example of a generic application’s use of EGEE (ESR)

Enabling Grids for E-sciencE
Number of jobs ESR
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Conclusions and a forward look

Enabling Grids for E-sciencE

Achievements
The number of users in the VOs related to NA4 activity has doubled

The usage of the grid by the pilot applications has significantly evolved into large scale
production

EGAAP applications have also achieved production status on EGEE (ESR,MAGIC)
The migration of several existing applications to gLite has been achieved
A detailed MOU procedure has been defined and executed for several selected applications
The first User Survey has been performed
Issues being actively addressed

Reduction of the amount of skilled effort required by the VOs for production use of the grid
(EGEE is improving middleware, monitoring, user interfaces and user support)

The availability, accessibility and quality of user documentation
(an inter-activity group is working on this)

Looking forwards : User Forum, EGEE-II
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C EGEE first User Forum

Enabling Grids for E-sciencE

Dates: March 1-3 2006

Location: CERN, Switzerland
Target attendance: 150 participants
Goals

Obtain a consistent understanding across the EGEE related projects of
their expectations, present status and possible evolution

Learn how to improve EGEE quality of service

Promote cross-application fertilisation

Prepare EGEE-II
Participation open to external projects and EGEE members
Format: 3-day workshop

Presentations by thematic areas selected by invitation and through a
call for contributions

EGEE presentations (integration of new applications, access to
resources, status of middleware,...)

With a lot of time for discussion
URL:

http://egee-intranet.web.cern.ch/egee-intranet/User-Forum/index.html
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