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User concerns of Grid

P-GRADE

systems

* How to cope with the variety of Grid systems? (How to move from LCG-2
togLite?)
* How to develop/create new Grid applications?
— Touseworkflows (DAG)
— Touse MPI codes

 How to execute Grid applications in afault-tolerant way?

 How to observe (and debug) the application execution in the Grid?
* How to tackle performance issues?

« How to port legacy applications

— to Grid systems
— between Grid systems?

e How to interoperate among Grids, how to execute Grid applications over
severa Gridsin atransparent way? (see Earth Science slides)

« Thegoal of thistalk isto show how a portal, like P-GRADE, can solve
all these problems at a high abstraction level
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Properties of the

P-GRADE Portal

General purpose, graphical, wor kflow-oriented
Grid portal

Supports the devel opment and execution of
workflow-based Grid applications

Components of the workflows can be

— Seguential jobs

— Parallel jobs (MPI, PVM)

— Legacy code (GEMLCA) services

Enables the exploitation of two levels of parallelism

iSoI glles the interoperability of Grids at the workflow
ev



Two levels of parallelism by the
P- GRADE workflow
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e Semantics of the
workflow enables two
levels of parallelism:
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 The P-GRADE Portal
workflow concept enables
the efficient parallelization
of complex problems




Solving Grid interoperability by
o0 P-GRADE Portal
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Properties of

P-GRADE

P-GRADE Grid Portal

 Grid services supported by the portal:
— MyProxy — proxy credential management
— GridFTP —filetransfer
— GT2/GT3/GT4 GRAM —job execution
— Mercury — parallel job monitoring
— PROVE —workflow & job execution visualization
— BDIIl and M DS — obtain information about resources
— LCG-2 broker —resource selection
— GEMLCA —invoke legacy codes

o GridSphere based

— Easy to expand with new portlets
— Easy to tailor to end-user needs

e Support for grid interoperability at workflow level



P-GRADE

P-GRADE portal in a

nutshell
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Workflow management
and execution
visualization



User concerns of Grid
systems

 How to cope with the variety of Grid systems?
=p HoOw to develop/create new Grid applications?
* How to execute Grid applications in a fault-tolerant
way?
* How to observe the application execution in the Grid?
* How to tackle performance issues?

* How to port legacy applications
— to Grid systems
— between Grid systems?

e How to execute Grid applications over several Grids
In atransparent way?




Workflow creation at the

client machine

WORKFLOW MANAGER

(submit)
CERTIFICATE
(upload) WF EDITOR
(save / upload)
“\
WF EDITOR Workflow

(result)

WORKFLOW MANAGE
utput)




Workflow Editor: Grid aware workflow

P-GRADE

mapping

£ Workflow Editor - [LM_9_DEMO_TOTAL] Mode - Edit
Workflow Edit Options Help

LM_P properties
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Visualization of monitoring
system information
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Non-Grid aware (abstract)
workflow mapping

Can be used If the selected Grid (eg. LCG-2)
has a broker:

1. Describe the requirements of the job
2. Select a Grid with broker

3. Theworkflow manager will contact the
broker to find the best resource for your

job
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P-GRADE

Sdelect an LCG-2 based Grid!

Don’t select any resour ce!

Define job requirements

with the “Job Description
L anguage’!

£ workflow Editor - [default*] Mode - Edit

Workflow Edit Options Help

Workflow Editor extension with JDL
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User concerns of Grid systems

 How to cope with the variety of Grid systems?
* How to develop new Grid applications?

= HoOw to execute Grid applications in a fault-tolerant
way?
* How to observe the application execution in the Grid?
* How to tackle performance issues?
* How to port legacy applications

— to Grid systems
— between Grid systems?

How to execute Grid applications over several Grids
In atransparent way?
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Workflow execution
support by the portal

WORKFLOW MANAGER

CERTINCATE (submit)

CERTIFICATE
(upload) EDITOR
(save|upload)

Workflow

EDITOR (result)

(open)

WORKFLOW MANAGE
utput)




~em—oe Workflow Manager Portlet
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<} GridSphere Portal - Microsoft Internet Explorer
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Rescuing a failed workflow

. s g:mm e Jrrrere e N
Don’t touch the == 222 Modify thefailed
finished jobs! job or download a

N new proxy for it.

_

= Waorkilow Editor - [demo-BESCLIE] Mode - Bescuse

The execution )
can continue
whereit was

\_ st(zpped! -
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= User concerns of Grid systems

 How to cope with the variety of Grid systems?

* How to develop new Grid applications?

* How to execute Grid applications in a fault-tolerant
way?

=» How to observe the application execution in the Grid?

=p How to tackle performance issues?

How to port legacy applications
— to Grid systems
— between Grid systems?

* How to execute Grid applications over severa Grids
N atransparent way?
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@1 A PGrade Portal - Microsoft Internet Explorer
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Job execution
visualization
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User concerns of Grid systems

 How to cope with the variety of Grid systems?
* How to develop new Grid applications?

* How to execute Grid applications in a fault-tolerant
way?
* How to observe the application execution in the Grid?
* How to tackle performance issues?
=» How to port legacy applications

— to Grid systems
— between Grid systems?

* How to execute Grid applications over severa Grids
N atransparent way?
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GEMLCA legacy code

P-GRADE

architecture objectives

'\

e To deploy legacy code
applications as Grid services
without reengineering the -~  GEMLCA
original code and minimal user
effort )

e To create Grid workflows where

components can also be legacy GEMLCA &

code applications N P_-GRADE
e To make these functions IntZO;::Iion

available from a Grid Portal J
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Combining legacy and

P-GRADE

non-legacy components

. Code
Combine legacy codes invocation
with new codes
inside the same workflow!
Code
invocation
Job
submission
Code
invocation
Use successfully
executed new code o E— Job
as |egacy Code submission
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P-GRADE

Legacy code registration page

|€$-2- QR W OEDPI D SE-

Adrinistration Tools

Legacy Code Information Descriptor Creator

GEMLCA LCID Administration Portlet

GEMLCA Legacy Code Interface Descriptor composer

Legacy code Environment Paramaters:

maximumProcessors |1

execUutable [LIHDZ mldir
minimurmProcessors |1

maximumJob |11

jobManager [Ferk =1

id [mlkdir

description |Iniz mkdir program

Set Paramsters I

List of legacy code Arguments:
‘name |file |order |fixed |inputOutput mandatory regexp friendlyName |commandline initialvalue

MNew argument entry form:

narme I

file No =

order [o

fixed No = -
inputOutput [Toput =]

mandatory Fo =

regexp |

ﬁ'ieﬁdlvName |FDlder to be created
commandline [Te=]
initialvalue |

Add Argument I
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P-GRADE

—| Workflow Editor — [sztaki6] Mode — Edit
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width: |e00
Height: [350

o

Message: Attempt to visualize successful,

S £ L ED | Applet sztakitrace.client TraceClientapplet stared

L]
]

GEMLCA client in a nutshell:
Traffic Simulation Workflow

Workflow creation

Definition of legacy
code service
properties

Monitoring and
execution
visualization
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References of P-GRADE portal

P-EGRADOE
=0
i

—

» Official portal of @fﬁ
— SEE-GRID infrastructure SEE-GRID

— HUNGRID infrastructure &R-Df

 P-GRADE portal isavailable as service for:
— VOCE

_ UK National Grid ServiceN&:8§ National Grid Service

core production computational and data grid

o Under preparation for
— Croatian Grid
— EGRID (Italy)
— Gridlreland
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-—==== HQW t0 access P-GRADE Portal?

* If you areinterested in using P-GRADE Portal:
— Take alook at www.lpds.sztaki.hu/pgportal

— |f you are a user, get an account for one of its
production installations:

e HUNGrid portal — SZTAKI

* VOCE portal — SZTAKI

« SEEGRID portal - SZTAKI

e UK NGS portal — University of Westminster

— If you aretheadministrator of aVO or Grid, ask
SZTAKI toinstall P-GRADE Portal for your VO or
Grid:

« EGRID VO portal —ICTP
e Croatian Grid portal — Boskovic Institute
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New, planned features

o Parameter study support at
— Job level
— Workflow level

* New typesof parallelism (collaboration with Johan Montagnat):

— Pipeline parallelism (e.g. Planck VO and biomed community need it)
— multi-thread parallelism

e Collaborative portal (collaboration with Univ. of Reading)

o Automatic testing of Grid services and resourcesfrom the
portal (collaboration with Univ. of Westminster)
— Intelligent brokering
— Intelligent error messages
— Automatic handling of error situations

* New application-oriented portlets (collaboration with E-Grid
and Croatian Grid)

* |Interactive workflow development and debugging support
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Final conclusions

User s should access any Gridstransparently by Grid portals

Every Grid should be accessed via different portalsin order to provide a
choicefor theusers

— Inthecaseof EGEE:
e Genius Portal
« P-GRADE Portal

— Inthecaseof UK NGS;
» Daresbury Portal
» P-GRADE Portal

P-GRADE Portal providesthe following principles:
— Learn once, use everywhere
— Develop once, execute anywhere

We are ready to collaborate with any team and support any
EGEE application by the portal, and extend it with the special
needs of the application

www.lpds.sztaki.hu/pgportal/
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P-GRADE

Grid-Enabling Legacy Applications and
Supporting End Users Workshop

within the framework of the
15th IEEE International Symposium on
High Performance Distributed
Computing
HPDC'15
Paris, France
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