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Track summary

Received 38 abstracts

W 33 oral presentations, 5 posters

(1 1 oral arrived as poster, 2 didn’t arrive at all

Four main‘themes (with “fuzzy”borders)

GUI and generic application design

Release and distribution management, validation, job
configuration and workflow

Computing studies: compilers, parallel, performance
optimization
Communication and information management

As time.is:short; khad to make some (subjective)

selection

Apologies for this ...
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GUI and generic application design

[1 Guidelines for GUI
application design

B Design needsto

start with UseCase
analysis

B Three click rule

Miller’s law of 7

Jse structure to
nide complexity

Tabs, sub-menus

Sl +  Hierarchical Task Analysis (2) ©)

« Goal: fit selected data points. Vi
+ Task list: P ~

1 - select a function
2 - select a method
3 - select fit options -
4 - set the range on .

AAN - Fah 22 20NARTIQ_eiimman: CHEDNA Mumbai’ India

Fons Rademakers, ID 188 >

e —
5 - perform the fit
« Organize tasks within each group ~ © 4 Opening
in hierarchical relationships. e Mechanism
« Define places for triggering the ‘
opening mechanisms. Ooomom [ Mot | ——
o9 -
[5) } = Reset |
Ilka Antcheva @ CHEP06, Mumbal, India & 13-1
ROOT S @\
4 ummary (2) )
... Style Manager H[= E3
« Reduce number of GUI elements on g 4 =jains E
each panel. oo 3, 2 | swine
. @ o s
« Hide some GUI elements and show Tt i
them only when necessary (1). P T
« Present large amounts of information T .
more efﬁCienﬂy by © B ouowcn |coras pas | isogams| pis | Tre | st | Pssor]
+ Grouping elements (2) " ‘m—

» Removing unnecessary labels (3)

» Having tool tip text where possible (4) = i

. Usi : : i 0% miosd mkle o
Using pictures and icons to eliminate o

the need of labels (5) o s l_j scommcne [ T02]
sogie [od




&

[0 Capture screen
[1 Capture video/audio

[J From all inputs in distributed
environment

Also useful for debugging at a
later time
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Release and distribution management,

validation, job configuration and workflow

Warm and P2P Distribution inl A P2P for File Distribution: BitTorrent (2)
Atlas Trigger/DAQ

B 6 GB of s/w per release, 600
nodes In various locations

B Distribution tools not always
available outside CERN

. USing “hacker teChnOIOgy” to H.Garitaonandis, heqoi@iae.cs, IPAE, Barcelona, Sp

d . t . b t I Worm an d P2P Tools for Distribution and Management of ATLAS SW on TDAQ Computer
" . . .  Clyster . .
ISTripute. SW Distribution in Pre-Series with

[1 Worm: Nile I Known Network Topology
- Distribute tOO|S and Command ¢ Nile 2.0.2 configured in two

stages:

Nile vs BitTorrert Network Throughp
L 200 ! ! " ' L
[0 Peer-to-Peer: BitTorrent " forformed tiebtofall ¢ o

2200 parallel theoretical

— Throughput was close to ":i 2o /
- - B 1800
B Distribute the s/w ey
* The parallel copy can be 2 L0
understood as the simplest
Quattor configuration:

— Only one SW repository,
HTTP, no Squid caches

H
£ 1200
®

Number of Nodes Per Local Switch

AAN _ Eah 29 2NNARTIQ ciimman: CrHEDNR l\llnmbai |ndia
E)

Hegoi Garitaonandia, ID 200 *

H.Garitaonandia, hegoi@ifae.es, IFAE, Barcelona, Spain 02/14/2006, CHEPO0S6, TIFR, 14
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Release and distribution management,

validation, job conflgurat on and workflow

chepob
Release Process very T . TR T
similar in Atlas and CMS BBl [ The Software
B Main problem:’large oy |
number of developers and
geographical diversity ) s
B Use different tools for I O T L .

configuration mgt and build Mnev:hpmmcmmmw
B Quite some commonality in

process (and (some)tools) puckage A

1. Nightlies«(nicos) [Deveo

] (oo
[1 collecting/controlling tags \ i

I
Solveig Albrand (Atlas), ID 71 . \ “ :

, India
Stefano Argiro (CMS), ID 246

P

veloper ‘ ’Dveloper‘




Release and distribution management, &
Validation, j0b confi ura’[ior]. and workflow

WERSC 2) Structure suppomlwlmm

All (component) configurables and can be
mixed, matched, duplicated, restructured,
etc. in sequences or in part as makes

sense “physically” speaking

physicis
B Defining configurables vt by

V755" Office of
.Q _1 Science

1 Smart low-level building LR | |
blocks (auto-generated) i Summaitis °““°°W“|M“M"

» Atlas software is changing:
— development focus => analysis focus
» Configuration building blocks provided
— Auto-generated, checkable, independent
» Layered structures now possible
— With layered builders (functions/classes)
— End-user modifiable, exploration-safe
* Opens up possibilities for new tools
AAM - Fah 29 90NARSTIS eimman: CHEPQG, Mumbai, India — Browsers, validators, code generators, etc.
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Computing studies: compilers, parallel,

Eerformance OE timization

Solvmg Various Size Problems for Barrel Track@

Parallel computing for the
Atlas Si tracker

B ca 35000 Degrees of Freedom foiden | o | otz | ks
In the tracker fracks | 2506 | -sm0k | -s00K

n=2

B Alignment with a global y?
function

[1 Limited by memory size,
precision and execution time

B Using AMD64 Beowulf cluster at

R Q L . Parallel-computing allowed for large problem solutions in a very efficient way.

/I- Computing for ATLAS Si-Tracker

>
PIX

Comparison of Platforms for Global 2 Solutior@

20 MKU

% - The time performance looks very advantageous!
'é - Number of modules in parantheses show the modules not taken into account for
&= alignment.
[1 Carefully checked correctness 3
y (2] FIIESIZE(LD)
. @) | Nmodule | NDoF ) Processing time*
q y < T Intel PentiumlV. SCARF
= ntel PentiumlV.
B Gained factor of about 30 ; — ddae™
o
alne aC Or O a Ou % 1030 (0) | 6180 | 0.3 (0.15) /ﬁs'ss/am 35m (2.8GHz) 39m
a
g 2112 (1) | 12672 1.2 (0.6) 10m30s / 26m58s 7h34m (2GHz) 5h28m
o
-~ [3568(37)| 21408 34 (TT7) 43m43s/ T2Tm5Ts 520 hrs
* Measurements include the binary file /0.
AAM _ Fah 22 9NNRQTIQ e imman: SLIEDAS """"“""Eli, Ind|a - Also attempted invert these singular matric Ma either found completely singular (as expected)
(RCOND=0.0) or RCOND (D F=6180), a d | ion is provided.

MKU

Miige Karagéz Unel, ID 100




Computing studies: compilers, parallel,

Eerformance oetimization

\»

e ie Used in comparisons (1)

Software kernels - performance
StUdleS US|ng Sma” “Snlppets” Of . gmc:dt.)o.z (with 02) on a 3.6 GHz Xeon (64-bit

—  With/without mtune=nocona

H E P Cod e Improvement w ith mtune=nocona
L0
.0
0

W 10 snippets from HEP codes
selected and analyzed so far

[l More are planned

] " ] & & p (’°§4°§ o za‘?% Qé‘\ 4 ‘,,$°° e(,\f {0&&6 0‘\363 a\o‘s (ff‘
> ¢ QO 5‘ ‘0(-
B Talking to compiler writers to SOLE TS

Improve the compilers wmos e s

[ Mainly commercial and gcc et Conclusions

D GOOd feed baCk * Benchmarking and optimization are still important:

— LHC physicists will have huge CPU demands

B Need to care about potential - But e have toread careulyl
pltfal IS * As we havg seen: o .
[l Inconveniences are outweighed T anatory i acimsioon i complec vt
by the adva ntages - Rf)OTmarks (from stress testing)

Need to know our domain (file input/output, geometrical navigation,
Linear Algebra, STL, etc.)

8 8 BB 8 B
|
\

AAN _ Fah 29 OﬂﬂRQTlQ_mmqmary’ CHEPO6, Mumbai, India - The full-blown LHC applications

Sve rre J a rp I D 3 1 \dreas.Pfeiffer@cern.ch " Best— but extremely complex to port
, 15 Feb. 2006 CHEPO06 - Mumbali




Communication and
Information Management

{/‘\} Distributed communication

HyperNews - managing

. . . * E-mail * Web forums
dISCUSSIOnS In H EP — Used for a long time - Newer, not always
. . now, well understood. understood by users.
. F I I’St U Sed I n Ba Ba r th e n STAR - Point to point message. — Messages open to all.
k - Messages watched - Postings not watched,
[1 Thisyear: Atlas, CMS constantly, quick necd tocheck for
eedback. replies, usually once a
B Combining the positive aspects - Discusionsuappeain oy feedback
various mailboxes, not - Discussions centrally
- I I - I hared, not archived. stored, but viewed
of e-mail with web-based bulletir  shared. novarchiv e e e,
b O a r d S D. Smith, Talk 298, Feb 15" 2006, TIFR 3
B Rich set of features (/H Coordinated discussions in forums
D M OSt rece nt pOStl N gS * Discussions centrally managed, divided into forums

[ 1 Search engine
L1 Central (un)subscription to fora

AAN _ Eah 29 2NNARTIQ ciimman: f‘l_iEP06 Mumbai |ndia

{ siffer@cern.ch This site runs SLAC HyperNews version 1.11-slac-31, derived from the original HyperNews
Douglas Smith, ID 298 *™@ : T ———

D. Smith, Talk 298, Feb 15% 2006, TIFR 8



Communication and

Information Management

Capturing.and archiving
lectures for HEP

B \Web Lecture Archive Project
O Started with pilot'in 1999
[1 Working on a standard for
“Lecture 'Object”

B XML extension to SMIL

B “Seminar’ vs. “Tutorial” types
with different requirements

1 Automation using robotic
cameras which track speaker
B Developed “active IR tracking”

] Portable, aim at cost < 10 K$

AAM - Fah 292 2NNARTIQeiimmany CHEDNAR Mumhsi India
)

Steven Goldfarb, ID 344,345

What is a Web Lecture?

Web Lecture Components

O = '\
e ®
: X
timing
m information
A

DONE

N¥gal

slides, visual material

Software to prepare the material for presentation (screen captures, e.g.)
in a web browser, with standard piug-ins.
._]\‘
chepodMumbai, India - 15 Feb 2006 S. Goldfarb - University of Michigan WLAP - Slide 5

Robotic Camera Tracking — Current System

Current solution: “active” IR system using dual-cameras and infrared necklace
= Target wears necklace made of IR LEDs
= Invisible to human eye, but very bright in IR
= Two cameras mounted together
* IR camera tracks target
* visible-light camera provides color video

§ '.'i
This system satisfies our criteria :‘rk

= Portable: sits on a cart
= Robust: simple design makes it very robust

= Affordable: currently under 4,000 USD

= No expert intervention: start it and it just works
= Little setup: almost no calibration required

= Accurate to within centimeters

chepodMumbai, India - 15 Feb 2006 J. Herr - University of Michigan WLCD - Slide 10




i

TilFI?

A Deemed University

Communication and information management

HEP software development ~  HepFoge @™ Summar

CEDAR: Collaborative e-Science Data Analysis Resource

HepForge and HEP software
development

HepForge is a component of CEDAR:

» JetWeb: global tuning of Monte Carlo N
generator parameters )—??z;\}\

. EmphaS|Z|ng the ImpOrtanCe Of » HepData: archival of published 2%&:’ WE
4 experimental data ;B;\)J\\t\ ’{"\;
Sma” Wel |'deS|g ned tOOIS > HE;;Fgcr)%svzac::velopment environment for 3\) (%(353
0 Modularity and interfaces " codeimogams )

[1 A la unix-tools

» HepML: set of XML data formats for data www.cedar.ac.uk

sets and MC config

HepForge exists (officially) to implement HepCode

2N
W Durham
University

B HepForge created as part of
CEDAR T

[1 Full development environment summary
(web, cvs/svn, wiki, tracker,
mail-lists, download)

. |n operation since Jan 06

[ 1 After beta test of 6 months

» HEP needs to consider modularity and interfaces more

» HepForge is a small spin-off from CEDAR’s main thrust
(building and operating a MC generator tuning system)

» HepForge will be used to implement the HepCode system
» HepForge is available for HEP software development now!

» Feedback has all been very positive: system is powerful
but very easy to use

» |f you have written / are going to write a small-medium
re-useable HEP application, please consider HepForge!

AAN - Fah 22 20NARTIQ _eciimman: CHEPO6’ Mumbai’ India

Andy Buckley, ID 120 @ T

CEDAR

2n
Whu ham

Durham University



Communication and information management

Building an End-to-End Self Managed
RTC Infrastruct
From VRVS to EVO L.
B VRVS well'established and well it
used, Wi” Stay + minimum of client(lients

(2) 3 best nodes provided
.@

(5)P hl hl al

nnnnnnnnnnnn

[1 Next-generation.tools will =

avoid some of the problems Eini gy T <

found e ) G e et (22

: Eovecs e o (4) Conhige to the b
B EVO: adaptive, self-managed Tl

infrastructu re %om End-to-End RTC Self Managed Infrastructdie
[1 Decentralized agents EVO: End-to-End Self Managed and

(“P and au) Secure RTC Infrastructure ac
[l Distributed w/o single point of T — a/

failure

L1 “Koala’s at client side contact =00
unearestu Panda ‘ ‘ /é% / Messenger -SIP

W' 'O Multieplatform interoperable . AN

AANM - Fah 22 20NARTIQ eiimman: "'-"=:P06, Mumbai, India 4 E =
Philippe Galvez, ID 154 er@=m-" A e i




Conclusions

1 CHEP 06
B Very “LHC” heavy - but the few talks on other topics were
interesting!

1 "Phenix (RHIC): data taking with up to 600 MB/sec.!
B Grids are being used now
[0 ... and there are still several of them
B L[LHC experiments go from “development” to “deployment” mode

0 STIS track

B Interesting track, spanning a wide field
[0 GUI and generic application design

[0 Release and distribution management, validation, job configuration and
workflow

L1 Computing studies: compilers, parallel, performance optimization
[0~ Communication and information management

B Interesting and stimulating discussions
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