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Track summary

 Received 38 abstracts
 33 oral presentations, 5 posters

 1 oral arrived as poster, 2 didn’t arrive at all
 Four main themes (with “fuzzy” borders)

 GUI and generic application design
 Release and distribution management, validation, job

configuration and workflow
 Computing studies: compilers, parallel, performance

optimization
 Communication and information management

 As time is short, I had to make some (subjective)
selection
 Apologies for this …
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GUI and generic application design

Guidelines for GUI
application design
 Design needs to

start with UseCase
analysis

 Three click rule
 Miller’s law of 7

 Use structure to
hide complexity
 Tabs, sub-menus

Fons Rademakers, ID 188
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GUI and generic application design

 Testing of distributed
GUIs/applications
 UnitTests not enough
 Usability tests need to capture

information as user(s) use it
 Capture screen
 Capture video/audio
 From all inputs in distributed

environment
 Also useful for debugging at a

later time
 Proof of concept done
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Release and distribution management,
validation, job configuration and workflow
 Worm and P2P Distribution in

Atlas Trigger/DAQ
 6 GB of s/w per release, 600

nodes in various locations
 Distribution tools not always

available outside CERN
 Using “hacker technology” to

distribute:
 Worm: Nile

 Distribute tools and commands
 Peer-to-Peer: BitTorrent

 Distribute the s/w

Hegoi Garitaonandia, ID 200
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 Release Process very
similar in Atlas and CMS
 Main problem: large

number of developers and
geographical diversity

 Use different tools for
configuration mgt and build

 Quite some commonality in
process (and (some) tools)
 Nightlies (nicos)
 collecting/controlling tags

Release and distribution management,
validation, job configuration and workflow

Solveig Albrand (Atlas), ID 71
Stefano Argiro (CMS), ID 246
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Release and distribution management,
validation, job configuration and workflow

 Physics-level job
configuration
 Targeting end-user

physicists
 Defining configurables

 Smart low-level building
blocks (auto-generated)

 Structuring possible
 Build higher level structures

needed by physics
community

Wim Lavrijsen, ID 146
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 Parallel computing for the
Atlas Si tracker
 ca 35000 Degrees of Freedom

in the tracker
 Alignment with a global χ2

function
 Limited by memory size,

precision and execution time
 Using AMD64 Beowulf cluster at

RAL
 Carefully checked correctness

and quality
 Gained factor of about 30

Müge Karagöz Ünel, ID 100

Computing studies: compilers, parallel,
performance optimization



AAM - Feb. 22, 2006STIS-summary, CHEP06, Mumbai, India
Andreas.Pfeiffer@cern.ch

9

Computing studies: compilers, parallel,
performance optimization

 Software kernels - performance
studies using small “snippets” of
HEP code
 10 snippets from HEP codes

selected and analyzed so far
 More are planned

 Talking to compiler writers to
improve the compilers
 Mainly commercial and gcc
 Good feedback

 Need to care about potential
pitfalls
 Inconveniences are outweighed

by the advantages

Sverre Jarp, ID 31
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Communication and
Information Management

 HyperNews - managing
discussions in HEP
 First used in BaBar then STAR

 This year: Atlas, CMS
 Combining the positive aspects

of e-mail with web-based bulletin
boards

 Rich set of features
 Most recent postings
 Search engine
 Central (un)subscription to fora

Douglas Smith, ID 298
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 Capturing and archiving
lectures for HEP
 Web Lecture Archive Project

 Started with pilot in 1999
 Working on a standard for

“Lecture Object”
 XML extension to  SMIL
 “Seminar” vs. “Tutorial” types

with different requirements
 Automation using robotic

cameras which track speaker
 Developed “active IR tracking”

 Portable, aim at cost < 10 K$

Steven Goldfarb, ID 344,345

Communication and
Information Management
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 HepForge and HEP software
development
 Emphasizing the importance of

small well-designed tools
 Modularity and interfaces
 A la unix-tools

 HepForge created as part of
CEDAR
 Full development environment

(web, cvs/svn, wiki, tracker,
mail-lists, download)

 In operation since Jan 06
 After beta test of 6 months

Andy Buckley, ID 120

Communication and information management
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 From VRVS to EVO
 VRVS well established and well

used, will stay
 Next-generation tools will

avoid some of the problems
found

 EVO: adaptive, self-managed
infrastructure
 Decentralized agents

(“Panda”)
 Distributed w/o single point of

failure
 “Koala”s at client side contact

“nearest” Panda
 Multi-platform interoperable

Philippe Galvez, ID 154

Communication and information management
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Conclusions

 CHEP 06
 Very “LHC” heavy - but the few talks on other topics were

interesting!
 Phenix (RHIC): data taking with up to 600 MB/sec !

 Grids are being used now
 … and there are still several of them

 LHC experiments go from “development” to “deployment” mode
 STIS track

 Interesting track, spanning a wide field
 GUI and generic application design
 Release and distribution management, validation, job configuration and

workflow
 Computing studies: compilers, parallel, performance optimization
 Communication and information management

 Interesting and stimulating discussions
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