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B Context

i ' i A iy £ A ¢ ".,""_'
L A A Sl :
CENTRE NATIOMNAL
DE L& RECHERCHE
SCIENTIFIGUE

e Round-the-clock site operation

« Public holidays, Christmas and new year days
included

 Office time
« Monday to Friday: 8h-18h

e Operator presence
= Monday to Friday: 7h30-21h
« Saturday, Sunday: 10h-17h45
e Guardian presence
« Monday to Friday: 18h-8h
« Saturday, Sunday and public holidays: 24h
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» On-site presence

Monday

Tuesday

Wednesday

Thursday

Friday

OH
1H
2H
3H
4H
5H
6H
7H
8H

9H

10H

11H

12H

13H

14 H

15H

16 H

17H
18 H
19H
20H
21H
22H
23H

F. Hernandez

Saturday

Sunday

T

<&
“E‘&ccmapa Ko oo

Guardian
Operators
Staff

i/



aaaaaaaaaa

Fr

| %EEINEPB Ns o
e Goal

= Maintain the core site services in the best possible level of
operation during non-office hours

o Tactic: automatically detect the dysfunctional component as early
as possible and (if needed) trigger human intervention

o Note that the help desk during non-office hours is a best effort service
e On call service is under the responsibility of the
Operations team
« Coordination, planning, documentation, monitoring tools, web
portal, etc.
e Rotation
=« lengineer on duty during a full week (Thursday to Thursday)
= 1 cycle every 4 months
o currently around 20 individuals are members of this team

« Covers the period not covered by office hours neither by the
operators
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B> On Call Service (cont.)
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e Intervention of the on-call engineer can be triggered by

= Site

(0]

= On-

(0]

’s guardian

For power, cooling, fire or flooding incidents
site operator

If he cannot fully handle an incident

« Alarming system through text messages sent to the mobile phone
o Sent as a result of a detected abnormal situation requiring immediate human

intervention

e On-call person also performs active monitoring

= Regularly connects to the site for monitoring the operational status of the
core services

« Reads e-mail and browse tickets opened by end users
e The main role of the on-call person is:
« To identify the affected service/component and assess the critical level of

the

incident

=« TO isolate it or to trigger immediate or delayed intervention by the experts
=« J0 coordinate the intervention until the incident is completely handled
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« Dedicated account
o For e-mail and for interactive intervention on critical machines/services
o Appropriate privieges granted to this account

Dedicated mobile phone
o With access to personal phone numbers of the entire site’s staff

o Some level of organization is needed to know who to call when for each
service

« Instant messaging
o Jabber-based private server managed by the site
o For coordinating remote interventions by experts
« Broadband internet connection from home for people likely to remotely
intervene on the site
o Provided by any commercial ISP
o Connection bill is paid by the individual and reimbursed by the site
o Site-managed VPN in place
= An internal web portal giving access to a collection of monitoring tools

{




b On Call Service (cont.) ‘*

e Separate on-call people (and procedures) for
facility-related incidents

« Cooling, power, fire, flooding, etc.

e Operating model proven effective
= In place since 1997

« Evolution from a more simple model implemented
during the mainframe era
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» Monitoring & Alarming e,
%\
Neonzra Y o

= Collection of web-based tools for having a quick overview of the
operational status of the services, including

= Number of qgueued and running jobs over the last 24 hours

= Detalls on (probably abnormally) early-ended jobs

= List of jobs that look stuck (from the batch system point of view)

=« Global status of core services like batch, AFS, HPSS, dCache, cartridge library, ...
=« Connectivity status of the site

« Home-grown tool for centralizing messages from every service/machine
= Itis the main message bus
« Web-based interface with links to hints associated to the message and the
actions to be triggered (if any)
o Filtering by severity, provenance, timestamp or contents of the message
o The knowledge base is constantly updated
o The same tool is also used by the operators
= NGOP-based alarm system extracts information from this message repository and
triggers alarms (if needed)
o SMS messages, e-malill
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e Introducing new services (like grid
components) in our system is greatly
facilitated if we have

« Automatic ways to remotely query/detect the
operational status of the service

=« An Iinterface to interact with the service
o start, stop, drain, shutdown, ...

o Standardizing this interface (protocol and actions)
for all the grid services would be extremely helpful

« Standardized formats and locations of log files
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%\EEINEPB Okt o

F. Hernandez

|/



/4/454/.4?// i

Ntoner3 YKz

Badeber 304w 04w 3w Wit thme | (0w g D0 w0

Unddake 3000wl 08w 1N w0 i 11w 0 03w E

Bevetrn  Qeste Tae W WARNING = - [

e enetmra wll

Hanlmarr -w'll-ﬂ Ll | rrep——

el Al 2™ (=] emararms
eawtprr =] bawtmgmn ] [S—
jral P (v ramssgs [ rmeascan faia (] mer mans

G (=) (i

110 mesiages found - 1906 /BB J8 Prom G0RSE5 e 1ThE0

: ] BECy ru b e ([0
| - - AFESUAY | m=Tp b |
| [ ATl | P, i f raew e e i [0 | |
| S— . ARy SRR A P A SO |
] 5 { 4
_— APRRURY | ERESA abud i (W e nes
- WRPAT | SR [Cachs manspes fesled on courymae mipddr |
| e REETAT | ST Cacke mansges feded on cowreseed mipiir |
| A HWETAT | ALY ¥ aches misnages laskasd o g nsress o mipde |
| AL I.I-M' | ALERT E.n_l—m:--'-_-_l.-_l-_n_-.l-un-r.--ln;plli |
[ S B ciaind | SuST Kailes mahsger fasied o6 (lery=e =aplie |
T REETAT | ART  CaiSe mansger eded on coures s mipd i
e FEETAT ART Py ailed - drwesees sl by |
A P T Fr v el T W LT TR

F. Hernandez




B Backup Slides (2/2)
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