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D3D project at TRIUMF

According to D3D project plans, TRIUMF is a “phase 27 site
scheduled initially for deployment by October

Personnel status:
— DBA contact: Denice Deatrich (deatrich@triumf.ca)

- A specific Oracle/DBA expert to be hired this fall.
Hardware status:

- Ordered Oracle RAC solution few days ago
- Expected delivery in ~2 weeks
Anticipate D3D setup/readiness by first week of October
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ATLAS requirements

TRIUMF: Tier-1 for ATLAS only
ATLAS requirements / use cases are still being discussed
DB volumes dominated by:

- Conditions data: ~few hundreds of GB/year
- TAG data: 2 TB/year

More on ATLAS requirements/estimates during this D3D
workshop

FTS + LFC planned to be served by RAC (small volume
expected)



D3D hardware

* Oracle RAC solution based on HP hardware exclusively
e Storage could be sufficient through 2008 (unlikely)
* Will be add more RAC nodes + storage arrays by end 2008-09

Public Network

HP ProCurve Switches

_ HP Proliant DL380 G5 dual core
4 GB RAM, redundant power, disks
4 Gbps dual-port FC HBA, 3 Gb NICs

HP StorageWorks
4 Gbps SAN Switches

HP StorageWorks MSA 1500 FC

Disk Array
12 x 500 GB
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Virtual Oracle RAC

For the time being... we deployed an Oracle RAC using
Vmware server

High end server: dual processor, 4 GB RAM, 3.5 TB
disk (direct attached) with SL 4 update 3.

Configured with two RAC nodes (10g Release 2)

We would like to use this setup for “unofficial” D3D
deployment and testing to gain experience and be
ready when hardware gets delivered

Could also be used by ATLAS for streaming tests as
well

Storage functionalities limited in this mode: ASM,
clustered filesystems (ocfs, ocfs2). Still under study
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