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Using MPI on the Grid
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The MPI job is run in parallel on several CPUs
Libraries supported for parallel jobs: only MPICH so far
Parallel job support still evolving

A lot of work by CrossGrid
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Using MPI on the Grid

You can run your existing MPI applications with
minimal modifications

No need to change your MPI source code
Use wrapper script to compile and run your code

The Grid takes care of

Finding suitable site to run your application
Running the application on multiple nodes
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Using MPI on Grid-Ireland

TCD, UCD (Rowan), DIAS (Leda) support MPICH:

[childss@gridui examplel]$ edg-job-list-match MPIhello.jdl

Selected Virtual Organisation name (from proxy certificate extension): cosmo

Connecting to host cagraidsvrl8.cs.tcd.ie, port 7772
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COMPUTING ELEMENT IDs LIST

The following CE(s) matching your job requirements have been found:

*CEId*
gridgate.cp.dias.ie:2119/jobmanager-1lcgpbs-cosmo
gridgate.cp.dias.ie:2119/jobmanager-1lcgpbs-leda
gridgate.cs.tcd.ie:2119/jobmanager-1lcgpbs-cosmo
gridgate.ucd.ie:2119/jobmanager-lcgpbs-rowan

khkkhkkhkkkhkhkhkkhkhkhkkhkkhhkkkhhkkkhhkkkhkhkkkhkhhkkhkhhkhkkhhkhkhhkkkhhkhkkhkhkhkkhkhkhkkhkhhkkhkkhkkhkkhkkk,kkhkkkhkhkkk,khkkhkhkkkkkk*x*

Introduction to Developing Grid Applications 14-15 March 2006 -5 COSMOGRID




Enabling Grids for
E-science in Europe

Grit i
Using MPI on Grid-Ireland @ cocee

Basic procedure:
Write your code to use MPI
Set up appropriate JDL.:
Specify JobType="MPICH”"
Specify NodeNumber=<number_of MPI_processes>
Write a wrapper script that:
(Optionally) compiles your code
Takes the filename of your executable as argument
Runs your executable using mpiexec

Example: MPI “Hello world!”
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Type = "Job™ I forces MPI
JobType = "MPICH":

MPI wrapper script
Executable = “MPI_setup.sﬁ/

Arguments = “MPIheIIo”;/, no. of CPUs required

NodeNumber = 2 \

StdOutput = “hello.out";
StdError = “hello.err":

binary name

— input files
InputSandbox = {“"MPI_setup.sh",“MPlhello.c"};

OutputSandbox = {*hello.err",“hello.out"};

T

output files

COSMOGRID
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Sample wrapper script
compiles the application that was passed in as argument
then runs application using mpiexec

#!/bin/sh -x

# the binary to execute
EXE=51

# compile the binary
mpicc -o ${EXE} ${EXE}.c

# run it using mpiexec

mpiexec “pwd/SEXE
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Submit the MPI job to the Grid:
edg-job-submit MPIhello.jdI

The Broker will automatically match the queue to the JDL

JobType="MPICH”
Means that a MPI-capable queue will be chosen

The Ul will automatically add the following to your JDL
Member(other.RunTimeEnvironment, “MPICH");
Specifies that the queue’s WNs have MPICH software installed

other.TotalCPUs >= NodeNumber;
Specifies the minimum number of CPUs on the queue
Rank = other.FreeCPUs;
Ranks the queues by number of free CPUs
Chooses queue with largest no. free CPUs matching all other requirements

Ch
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Automatic site setup doesn’t yet work
Site-specific MPI setup scripts aren’t yet automatically run
Special libraries might have to be set up in wrapper script
Working on a better solution to this problem
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Write a wrapper script and JDL to submit the MPI cpi
test program to calculate the value of pi

Try this in the lab
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A real MP| example

Gareth Murphy of DIAS has a CFD application to model
astrophysical jets flowing into molecular clouds
Processes input files
Outputs a number of data files in HDF5 format

Consists of:
a JDL file
a MPI1 wrapper script
a tgz file containing required libraries
a tgz file containing the executable source and data files

Introduction to Developing Grid Applications 14-15 March 2006 - 12 COSMOGRID



WSl ccee

Enabling Grids for
E-science in Europe

A real MP| example

JDL file
Specifies the MPI wrapper script as the executable
Specifies the library and code tarballs in the input sandbox
Specifies the tarred output files in the output sandbox

Type = "Job";

JobType = "MPICH";

NodeNumber = 10;

Executable = "mpi-application.sh";

SstdOutput = "std.out";

StdError = "std.err";

InputSandbox = {"mpi-application.sh", "code.tgz",
"libraries.tgz"};

OutputSandbox = {"std.out","std.err", "mpi-output.tgz"};
Arguments = "";

RetryCount = 1;
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A real MP| example

MPI wrapper script
Untars the libraries and code
Compiles the code
Runs the MPI executable
Tars the output files
#!/bin/bash

tar xzvf libraries.tgz

tar xzvf code.tgz

cp lib/* code/lib/

cd code/src/

make

cd ../bin/

export LD LIBRARY PATH=" $LD_LIBRARY_PATH: SHOME/code/1ib"

mpiexec ./mpi-executable

tar czvf ../../mpi-output.tgz outputfiles*

Introduction to Developing Grid Applications 14-15 March 2006 - 14 COSMOGRID




Enabling Grids for
E-science in Europe

| RETEY

om [2 [0 | Elx
Job Status Details = -
e Job Status Tahle

S

Last Job Status refresh time: |13-Mar-2l]l]ﬁ 11:00:47 o'clock GM1 Current time: |3-Mar-2l]l]ﬁ 11:03:39 o'clock GMT
D [ Name | status Submitted At |
hitpsiifcagraidsyr 8.cs ted.ie 3000RSLw2RGYIL_od ChahMnsih ‘helloworld 13-har-2006 10:42:32 i

SLTIPt T Resources Wbr

Work Management

RB |cagraidswr18.csicd.ie et

“mpich" > |

L&E | cagraidsvr18.cstcd.ie v

| Refresh || Cancel || Delete || Vizualize |

“Node humber

Walue

|nttp s ifeagraidsve] 8,08 tod e:A000RSLWZRGYIU_o4ChENnsxA
ol s
|Example helloworld MPIjob oy
oone :

g r_i'd' gﬁ_té.cs'.{c die 21 '1"91.]_6_hm anage -l 'c.gp'b' 5

Prpich”
| View...
| View...
| Close || &8 Help |
| sumit || sae || close ||
N
&', T P e e P o L L
" .v'. = s "._ o v'.:r;!_.‘_—",.,'qu_a . ._T&
L] ¥ I [ o o Py " LY ¥ e
Iijtartl J P @ I I Fa zanealarm | 712 Windows ... v| D[Cs-staffpgra...l @Migrating Des... ”ﬁMigrating D... @CG Tutorial E... | [ Liiew Prol.C...l _| |gﬂﬂ5:’3 2% a Eﬂ,& E@@@ﬁil 11:03

Introduction to Developing Grid Applications 14-15 March 2006 - 15 COSMOGRID




Reality check

Enabling Grids for
E-science in Europe

Middleware originally developed by and for high-
energy physicists

They don’'t use MPI
So MPI support in Grid middleware has been neglected

Application areas now rapidly expanding
Astrophysics, bio-medical, earth science users all want MPI
EGEE working group has been set up to improve support

We need your feedback!

Try running your MPI jobs and let us know what is missing
We will feed this back into EGEE

ChL
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